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SAG19 Motivation and Goals

• The term “contrast” falls short as a general purpose 
performance metric

• Goal #1: Create a unifying figure of merit for the performance 
of direct imaging testbeds, ground and space based 
observations, internal and external occultors, post-processing 
algorithms, and surveys

• Goal #2: Provide user-friendly code to the community for 
generating this new figure of merit

• Goal #3: Provide a standard dataset for the consistent 
comparison of new post-processing algorithms
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SAG19 Progress

• Goal #1: Create a unifying figure of merit for the performance 
of direct imaging testbeds, ground and space based 
observations, internal and external occultors, post-processing 
algorithms, and surveys

 Jensen-Clem et al. 2017 A New Standard for Assessing the 
Performance of High Contrast Imaging Systems. Submitted 
to AJ, response to referee to be completed this month.

Odds ratio analysis to be included in future publications
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SAG19 Progress

• Goal #2: Provide user-friendly code to the community for 
generating this new figure of merit

Planned work: incorporate new performance metrics into 
the Vortex Image Processing package  (Gomez Gonzalez et 
al. 2017)
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SAG19 Progress

• Goal #3: Provide a standard dataset for the consistent 
comparison of new post-processing algorithms

Planned work: create a website to host benchmark high 
contrast imaging datasets for the demonstration of new 
reduction methods by the community

 Feedback and suggestions welcome!
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The Landscape is Changing . . . 
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Fig. 7. ROC curves for our LLSG decomposi-
tion and full-frame PCA. The S/N thresholds
⌧are shown for integer values. Our algorithm
ROC curve is close to the oracle (perfect clas-
sifier) in theupper left corner.

each time instead of the total number of resolution elements in
the image(even for theFPcount) to preservethe50–50 prior we
described previously. We vary ⌧from 0 to 8 in steps of 0.1 in
order to haveenough points in our empirical ROC curve.

The TPR and FPR for these ROC curves are the averaged
TPR and FPR over all brightnesses and the tested annuli. The
ROCcurvesareshown inFig. 7. It is important to emphasize that
every point, for every⌧, of theLLSG decomposition ROC curve
is higher than theone for PCA, which means that the LLSG de-
tection algorithm iscloser to theperfect classifier. Thefull range
of valuesof FPR (up to one) in our ROC curves isnot fully cov-
ered even when testing unrealistically low values of ⌧. In this
case calculating theAUC becomes problematic, and using other
metrics derived from a ROC curve becomes more suitable for
comparing algorithms (classifiers). An exampleof such ametric
is theEuclidean distance to theupper lefthand corner or “oracle”
(Braham et al. 2014). In thecaseof PCA, theminimum distance
to the upper lefthand corner is 0.3, while for our algorithm it
is 0.2, which again confirms its superiority.

For generating these ROC curves, we used fifteen PCs,
which corresponds to 90% of the explained variance of M, a
common approach for choosing the number of PCs for PCA
in machine learning and statistics. The rank of the three-term
decomposition was set to fifteen, and the number of iterations
was set to ten. Tuning parameters instead of having them fixed
for all the realizations could lead to minor improvements in
theROC curves. Tuning the parameters would also increase the
complexity in the procedure of generating the ROC curves and
would in general bea less fair approach.

The TPR (completeness) is generally a more relevant mea-
sure than the FPR, especially for surveys and for obtaining

Fig. 8. TPRasafunction of thedistance from thestar for anS/N thresh-
old⌧= 5.

planet population constraints (Mawet et al. 2014). Therefore it
is important to evaluate the TPR as a function of the distance
from thestar for aS/N threshold of 5, which is equivalent to 5σ
under the assumption of nearly Gaussian residuals in the final
images. The TPR for both algorithms for the tested annuli and
⌧= 5 are shown in Fig. 8. The TPR for the LLSG decomposi-
tion ishigher for each oneof thetested annuli compared toPCA.
It is especially interesting how at 2λ/D, where thespeckle noise
is dominant, the TPR for our algorithm reaches 83% instead of
the55% achieved by PCA.

Another great advantage of the LLSG decomposition over
moreexpensivealgorithms is that its computational cost iscom-
parable to that of full-frame PCA. For instance, it can process
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