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Instrument Assembly on the ISS Rendezvous and Proximity Operations Secondary Launch Vehicles

Commercial Low(er) 
Cost Launch Vehicles

Lunar Orbital Platform-Gateway

DARPA RSGSNASA Restore-L Mission

In-space Robotic Manufacturing and Assembly (IRMA)
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1990s - High Bandwidth Telerobotic Assembly at JPL

Picture Credits: Dr. Paul Backes, JPL

Telerobotic Human Interface Contour Following Fluid Coupler Assembly and Ratcheting

Card Insertion Spinning Body Capture Dual Limbed Instrument Docking
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Example Manipulation Behaviors in Mars Flight Applications

Mars Phoenix

Mars Exploration 
Rover

Mars 2020

Single command approach 
and instrument placement

With 3D target selected on 
rock, rover autonomously 
approaches rock, deploys 
robotic arm, and deploys 
science instrument at target 
point on rock.

Autonomous digging: 
Digging while modifying 
digging behavior based on 
sensed hardness of Martian 
soil.

Terrain model generation 
using tool placement on grid 
locations

Autonomous drilling in 
rocks, force-controlled 
docking of coring bit with 
rover.

Drilling into rocks with 
force controlled feed rate 
using coring tool at end of 
robotic arm.

Docking coring tool bit at bit 
station on rover with force 
control for bit exchange.
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Manipulation for Mars Flight Applications

• On-board autonomy for Mars lander and 
rover manipulation 

• Commands: commands map to autonomous 
behaviors implemented in on-board flight 
software. 

• Sequences: uplinked sequence of commands 
to execute, with capability for simultaneous 
execution of multiple sequences 

• On-board behaviors: single state, multi-state, 
and hierarchical state machines to implement 
behaviors to change state of robot or 
environment.

• Anomalies: continuous monitors to ensure 
robot stays away from dangerous states, or 
detect and accommodate.

Mars Phoenix lander, 2007-2008

Mars 2020 Rover, 2020 - ?

Mars Science Laboratory
2011 - now
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DARPA Robotic Challenge (DRC 2013-15)
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Optical Testbed and Integration 
on ISS eXperiment (OpTIIX) 

DARPA RSGS Technical Evaluation and 
Risk Analyses
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Truss with rail 

Radiator 

Robot 

Instrument 

Berthing  
Port 

Persistent Robotic Observation Platform 
aka Science Station

Collaboration with Space System Loral

DARPA In-Lab Truss Assembly Demonstration

DARPA Robotic Arms on 
Cube/SmallSats

Recent Robotic Assembly Efforts at JPL 

Large Telescope Assembly 
Architecture with Caltech
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Persistent Robotic Observation Platform (Science Station)
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AURA CALIPSO
CLOUDSAT

OCO-2AQUA Why change the Paradigm?
• Science
• Technical Feasibility
• Cost

A Train

Science Station
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Fortunately, with a coordinated strategy, 
such an opportunity will arise for ecologists 
in the next few years.

Novel Earth observations
The International Space Station (ISS) will 
host four instruments from JAXA (Japan 
Aerospace Exploration Agency) and NASA 
(Box 1) in 2018 that will advance our ability 
to monitor and model terrestrial ecosystems 
between latitudes ~50° North and South. 
Three of the instruments are from NASA and 
include: the Global Ecosystem Dynamics 
Investigation (GEDI), the Ecosystem 
Spaceborne Thermal Radiometer Experiment 
on Space Station (ECOSTRESS), and the 
Orbiting Carbon Observatory 3 (OCO-3). 
All three are being developed for deployment 
to the ISS in 2018 and will distribute the free 
data products listed in Table 1. The fourth 
instrument, also for deployment in 2018, is 
the Hysperspectral Imager Suite (HISUI) 
from JAXA1,2. Complementing HISUI is the 
German Aerospace Agency (DLR) EnMAP3, 
for which the observational plan has already 
been established, thus it is not the focus 
of the imaging spectroscopy discussion 
henceforth. These four instruments will 
make observations of three-dimensional 
structure (GEDI) that can be used to scale 
biochemical signals4–6 to the canopy level 
(HISUI) and derive estimates of ecosystem 
composition, productivity (solar-induced 
fluorescence from OCO-3), and water-use 
efficiency (a product of ECOSTRESS) at 
landscape scales. This instrument suite offers 
a unique opportunity because the drifting 
ISS platform and pointing capabilities of 
some of the instruments enable co-location 
of high-spatial-resolution measurements 
in space and acquisition times covering the 
diurnal cycle throughout the year (that is, 
more than 20 observations per hour of the 
day throughout the year).

Call for coincident observations
Coordinating the spatial and temporal 
coincidence of measurements from GEDI, 
ECOSTRESS, OCO-3 and HISUI would 
be an opportunity to address ecosystem 

dynamics questions that cannot be answered 
from any one instrument and that have 
the ability to substantially enhance our 
understanding of ecosystem responses to 
global change. For example, an estimation 
of carbon sink potential (Fig. 1) can be 
estimated using observations of carbon 
flux (OCO-3) and carbon storage (LIDAR-
derived biomass from GEDI), both of which 
can be affected by the efficiency of individual 
plant species (HISUI) to sequester carbon 
under variable access to water (ECOSTRESS).

Despite added information value from 
synergistic observations, the protocols and 
measurement strategies for any one of these 
instruments do not currently consider the 
other instruments. Thus, there is an argument 
and need for collaboration during mission 
development to coordinate observation 
strategies and maximize scientific returns 

on investment. Coordinated observations 
can include using aircraft versions of these 
spaceborne instruments (for example, 
LIDAR for GEDI, PhyTIR for ECOSTRESS, 
CFIS for OCO-3, and AVIRIS for HISUI) 
both before and after launch. Airborne 
campaigns with instruments analogous to 
those deployed for space are frequently used 
for calibration and validation activities of 
delivered data products both leading up 
to and after launch. Furthermore, these 
instruments may help to scale understanding 
of ecological processes between ground-based 
and spaceborne observations. Additional 
consideration for integration with airborne 
(high spatial resolution) and ISS (unique 
temporal acquisition) observations is the 
use of other spaceborne observations (for 
example, Sentinel series and Landsat), as 
these can provide additional information for 
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Figure 1 | Spatial and temporal synergy of observations and their applications. A pretzel diagram of 
observations (red text) from each instrument (coloured shapes) and the synergistic physical parameters 
that can be derived (black text) when observations are taken at synchronous and complementary spatial 
and temporal resolutions.

Table 1 | A list of high-level data products that will provided by each instrument expected for deployment to the ISS starting in 2017.

Data 
product 
level 

ECOSTRESS  
(40–60 m pixels, 20–30 samples 
per hour of the day collected 
throughout the year)

OCO-3  
(5 km2 footprint, capable of 
mapping up to one hundred 
1,000 m2 areas per day)

GEDI  
(~500 m2 footprint spaced 
60 m along a track with no 
temporal repeat)

HISUI  
(30 m pixels with 20 km swath and 10 nm spectral 
resolution over 0.4–2.5 μm spectral range) 

2 Surface temperature
Emissivity

Atmospheric column CO2

Solar-induced fluorescence
Height metrics
Canopy metrics

Atmospherically corrected surface reflectance with 
quality assurance (not validated)

3 Evapotranspiration Gridded level 2 Gridded level 2

4 Water-use efficiency
Evaporative stress index

Aboveground biomass 
(footprint and gridded)

11



j p l . n a s a . g o v12



j p l . n a s a . g o v13



j p l . n a s a . g o v14



j p l . n a s a . g o v

EARTH
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The 100m Robotically Assembled Telescope

sequence for a set of three truss and mirror modules. First, the
truss modules are individually deployed and attached. Once
the structure is complete, the mirror modules are attached to the
underlying truss. A full 100-m primary mirror includes over 300
of each module, requiring numerous repetitive manipulation
tasks suitable for a robotic system with supervised autonomy.

The primary mirror assembly is performed by a general-pur-
pose robot that will remain with the telescope and that will also
perform servicing tasks throughout its lifetime. This robot,
shown in Fig. 3, is a multilimbed robot that can travel over
the primary mirror truss structure to perform its assembly and
servicing tasks. These tasks include transporting truss and
mirror modules across the partially assembled primary mirror

structure, positioning and aligning the modules for assembly,
and removing and installing components, such as individual
mirror segments for servicing.

The following section summarizes prior work related to the
RAMST architecture, including a comparison with some of the
many concepts developed for large-space telescopes. Section 3
provides an overview of the features and advantages of the
RAMST concept and presents some of the trade studies consid-
ered. Section 4 explores the 100-m telescope configuration in
detail, including the optical, metrology, and structural designs.
Section 5 describes the robotic system and assembly sequence.
Section 6 summarizes and concludes the paper.

2 Background
The RAMST architecture builds upon substantial prior work in
order to enable aperture diameters on the order of 100 m to be
assembled in space. Such large diameter telescopes operating in
the UV to near IR wavelengths would enable significant science
return in characterizing terrestrial exoplanets and stellar popu-
lations, understanding galaxy halo and gas physics, and study-
ing dark matter dynamics.3,4 Here, we briefly summarize prior
large telescope designs and in-space assembly techniques that
provide context for the development of the RAMSTarchitecture.

Primary
mirror

Optics and
instrumentation

unit

Metrology unit

Sunshade

400 m
400 m

100 m

Fig. 1 Artistic depiction of formation flying 100-m telescope configuration (distances between compo-
nents are not to scale).

Truss module
deployment

Truss module
assembly

Mirror module
attachment

Assembled
primary mirror

Stowed
truss

modules

Stowed
mirror

modules

Fig. 2 Primary mirror assembly concept and module nomenclature.

Fig. 3 Conceptual CAD rendering of assembly robot deploying a
truss module. Folded truss modules are stored in a cargo housing
unit shown docked to the central hub. Accessibility of the folded mod-
ules is subject to future detailed design.
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maneuvers of the OIU. This finder telescope (composed of mir-
rors FM1 to FM4 in Fig. 5) uses a short focal length design sim-
ilar to the three-mirror Space Surveillance Telescope52 but with
an additional flat mirror (FM4) to position the focal plane on the
side of the telescope connected to the spacecraft chassis.
Instrumentation is located in a compartment between the spheri-
cal aberration corrector and the finder telescope within the OIU
spacecraft chassis.

In order to provide diffraction-limited imaging performance,
the telescope uses two-stage optics53 and adaptive secondary
techniques54,55 to correct for wavefront errors introduced in
the primary mirror, avoiding the need for actuators that can
achieve nanometer-level alignment of the primary mirror seg-
ments. These techniques require a metrology system that can
simultaneously track displacements of all primary mirror seg-
ments to a precision of several nanometers over a range of
centimeters, so that a highly actuated deformable mirror at
the exit pupil can undo the rigid body motion of the primary
mirror segments and correct for figure distortions. A potential
metrology system is described in Sec. 4.2, and the exit pupil
mirror can be implemented using technologies, such as a silicon
carbide or carbon fiber reinforced polymer deformable mirror
using a surface-parallel actuator array.56,57

Table 1 summarizes the geometry of the five mirrors that
form the main telescope. The primary mirror is composed of
5016 hexagonal segments with a side length of 0.675 m,
as shown in Fig. 6. The segment size was chosen to be compat-
ible with existing production facilities for silicon carbide
mirrors.58,59 However, for such a large number of identical mir-
rors, we envision that a specialized facility would be justified
for their manufacture and calibration. These mirror segments
are clustered into 264 quasihexagonal modules of 19 segments
each, corresponding to the underlying truss backplane described

in Sec. 4.3. Mirror modules consist of clusters of mirror seg-
ments mounted on a thin plate that provides electrical and
mechanical interfaces to the supporting backplane structure.
Each mirror segment is mounted on this supporting plate
through actuators that provide rigid body tip, tilt, and piston
motions for correcting static or slowly varying disturbances.
The size of these modules, with a maximum dimension of
6.3 m, was chosen to fit within the proposed Space Launch
System (SLS) Block 1B 8.4 m fairing, which has an internal
payload envelope diameter of 7.5 m.60 Alternatively, a larger
module of 37 segments would have a maximum dimension
of 8.8 m, requiring the use of the 10 m fairing proposed for
SLS Block 2B. A smaller module of seven segments with
a maximum dimension of 3.8 m would be compatible with
existing 5-m fairings. The 7-, 19-, and 37-segment options
would include a total of 702, 264, and 120 modules, respec-
tively, to provide a 100-m aperture with 20% diameter central
obscuration. Within the OIU, the two smaller mirrors (M2 and
M5) have a diameter of 2 m while the larger mirrors (M3 and
M4) are segmented and have an aperture diameter of 6.7 m.
Figure 7 shows a possible segmentation of M3 and M4 using
three rings of hexagonal mirrors with 0.4 m side length.

In order to maintain a cost-effective fabrication and ground-
based verification and validation process, a high degree of
geometric commonality is included in the design. Specifically,
all of the primary mirror segments are identical in both surface
figure and hexagonal shape, and each module of 19 segments is
arranged identically with two rings of segments around a central

Spherical Aberration Corrector Optics

M1
M2 M3M4 M5

Finder Telescope Optics

6.
7 

m

10
 m

FM1FM2 FM3FM4

Instrumentation
Compartment

(includes both
focal plane arrays)

Fig. 5 Optical layout of the OIU containing the finder telescope and the spherical aberration corrector of
the science telescope, with representative ray traces for both telescopes.

Table 1 Mirror parameters in scientific telescope.

Mirror
Aperture

diameter (m)
Nominal
ROC (m)

Number of
segments Actuation

M1 100 800 (concave) 5016 Rigid body
segment position

M2 2.0 28.9 (convex) 1 Not applicable

M3 6.7 29.3 (concave) 54 Not applicable

M4 6.7 22.4 (concave) 54 Not applicable

M5 2.0 22 (convex) 1 Surface-parallel
array

100 m

6.3 m

Fig. 6 Primary mirror (M1) configuration with 264 mirror modules and
5016 mirror segments, with close-up of one module containing 19
segments.
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segment. Additionally, an average gap width between segments
of 100 mm was imposed in order to allow for robot mobility
during and after assembly. However, segmentation of the
primary mirror surface into identical hexagons is a nontrivial
problem because of the effect of variable gap width between
segments. These gaps have an impact on the optical performance
of the telescope and on the geometry of the backplane structure.
Given the constraints described above, the mirror segments were
positioned based on the azimuthal equidistant centroid tiling
(AECT) method, achieving a maximum absolute deviation in
gap width of 2 mm from the nominal 100 mm.61 The gaps
range from a minimum of 98 mm to a maximum of 101.3 mm,
with variations of no more than 1.7 μm between segments
within the same module. This arrangement of segments and
module positions could be further improved using numerical
optimization techniques. With the inclusion of actuators to
enable piston, tip, and tilt correction of each individual mirror
segment, the total thickness of a mirror module is expected not
to exceed 0.3 m. The structural backplane supporting the mirror
segments is discussed in Sec. 4.3.

The use of identical segments and modules is essential in this
scale of telescope not only for factors associated with manufac-
ture but also for robustness to possible failures during assembly
and operation. With identical segments, a small number of
spares can be launched and stored on the telescope to replace
any segments that incur damage. By contrast, an equivalent pri-
mary mirror using uniquely shaped segments in either outline or
surface figure would require a large number of spare parts.

4.2 Metrology Architecture

As discussed in Secs. 3.3 and 4.1, diffraction-limited perfor-
mance of the telescope necessitates a metrology system that
has high spatial precision over a wide range and over a wide
temporal bandwidth. An implementation that can achieve this
performance includes layers of different technologies to span
the required measurement regimes. A centralized laser metrol-
ogy system was selected, using a laser source that is located at
the center of curvature of the primary mirror, at a distance of
800 m from the primary and 400 m from the OIU. This archi-
tecture is similar to the interferometric test tower used in the
manufacture of monolithic 8.4 m mirrors.38,62

Three technologies using this centralized laser source
provide a possible metrology architecture that satisfies the

requirements for telescope assembly and operation. These
include an absolute metrology technique using a modulated
dual-frequency laser, dynamic Zernike wavefront sensing for
coarse mirror phasing, and array heterodyne interferometry
(AHI) for fine phasing. Additionally, a Shack–Hartmann wave-
front sensor could be used to complement the above sensors by
providing a measurement of wavefront gradient.

The Modulation Sideband Technology for Absolute Ranging
(MSTAR) technique has been demonstrated to achieve absolute
metrology with better than 10-μm precision over a 10-m dis-
tance and can be extended to the required 800-m range.63

The basic principle of MSTAR is to use the shift in phase of
the fundamental laser frequency to obtain a precise distance
measurement and to solve for the phase ambiguity using a side-
band frequency introduced by modulating the laser output. The
modulation can be designed to provide a sideband frequency
that is precise enough to capture every integer phase solution
so that the measurement range is continuous. This measurement
provides feedback to the robotic system as the primary mirror is
assembled and to the formation flying control system during
both assembly and operation.

Dynamic Zernike wavefront sensing provides a measurement
of wavefront phase at an input pupil by introducing a dynamic
and variable phase shift to the central core of a point spread
function (PSF), resulting in a mapping to the image intensity
at the output pupil.64,65 This phase shift can be introduced at
the metrology laser source using a piezoelectric actuator. The
measurement can be used to initialize the phase correction proc-
ess by providing feedback to the segment rigid body actuators
and to occasionally refresh the phasing maintenance from drift
due to slowly varying disturbances. To measure the piston and
phase step between two neighboring primary mirror segments,
we require the phase delay of the PSF core to be dynamically
controlled over !50 wavelengths. This can be implemented
using an all-reflective optical assembly to allow operation across
the UV to near IR wavelengths of interest.

Finally, AHI66 provides fine wavefront measurement to pro-
vide feedback to the active exit-pupil mirror so that it can correct
for residual distortion in the primary mirror. Compared to
distributed metrology architecture, the centralized AHI system
allows the full aperture to be measured simultaneously while
using a single laser source, reference fiducial, and focal plane
array. The use of an areal sensor avoids the need for individual
point measurements for each segment, which is at least three
times the number of segments in order to recover the rigid
body displacements relative to a desired spherical reference
surface. Additionally, the measurements can be taken without
having to perturb the segments, unlike dispersive wavefront
sensor or phase retrieval methods.67,68

4.3 Modular Structural Design

The main structural challenge for the 100-m formation-flying
telescope is the construction of the backplane for the primary
mirror. This structural element must accommodate the spherical
geometry of the primary mirror surface, provide adequate stiff-
ness to satisfy the optical error budget, and be amenable to high
volumetric compaction for launch. To achieve these require-
ments, we partition the primary mirror backplane into a layer
of identical, DTMs corresponding to the mirror modules
described in Sec. 4.1. Several DTM configurations were consid-
ered, including cubic, hexagonal, and tetrahedral–octahedral
trusses. We selected the hexagonal Pactruss configuration as

2.0 m

6.7 m

Fig. 7 Segmentation of the SAC M3 mirror, with a similar arrange-
ment for M4.
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the design for each DTM because of the existing prior work in
establishing the mechanical configuration for packaging and
deployment,25,69 and because the hexagonal shape is most com-
patible with the mirror segment geometry. Figure 8 shows one
truss module with its associated mirror module attached.

Using the hexagonal tiling pattern established by the mirror
module geometry in Fig. 6, there are two possible underlying
tessellations that the truss structure can utilize. As shown in
Figs. 9(a) and 9(b), these are a fully filled hexagonal tessellation
and a sparse tessellation composed of hexagons with triangular
voids. We chose to adopt the sparse tessellation for several rea-
sons. Most importantly, the sparse geometry includes fewer
redundant truss members compared to the fully filled hexagonal
tessellation, as seen in Figs. 9(c) and 9(d), and allows the
assembly robot more access and maneuvering space during
the assembly operation to manage the process of joining con-
nectors and mating the truss modules. Additionally, the orien-
tation of each truss module is consistent; while in the fully filled
case, they must alternate which side faces upward and therefore
must include two different DTM configurations for intercon-
nects and mirror attach points. Finally, the hexagons in the
sparse case are 12.4%, smaller in side length, reducing the effec-
tive buckling length that drives the truss member diameter.
Using the sparse tessellation, each truss module has a hexagonal

side length of 2.76 m and interfaces with its corresponding mir-
ror module at the midpoint of the outer ring of mirror segments.
The full primary mirror includes 270 DTMs forming nine rings
around a central hexagonal hub. This hub is a monolithic unit
including attachment points for the primary mirror solar array
and docking points for the formation flying units during
assembly and transit to SEL2. The innermost ring of six mod-
ules may be attached permanently to the hub to aid the initial
assembly process. Mirror modules are attached to DTMs in the
second ring out to the ninth ring.

We selected carbon fiber M55J tubes to be the primary
material for the DTM based on its performance as a high modu-
lus fiber. Following a published rationale for defining structural
requirements for telescopes,70 a minimum fundamental fre-
quency requirement of 0.69 Hz was imposed on the backplane
truss in order to achieve a dynamic surface precision of 1 μm,
based on approximation to a plate-like structure. A design that
satisfies the fundamental frequency requirement is a 2.76-m
deep truss with that are a constant 45-mm diameter and 3-
mm thick.71 The end-beam hinges in each DTM can be passive
pin-and-barrel hinges with no need for latching. However, the
mid-beam hinges associated with the folding diagonals and lon-
gerons are ideally spring-loaded and latching hinges with high
stiffness once deployment is complete. A preliminary trade
study concluded that tape-spring hinges72,73 would best satisfy
the need for a latching hinge, compared to more complicated
mechanisms, such as a snap-action or wedge latch. Tape-spring
hinges for deployable booms have had flight heritage on Mars
Express.74 While the Mars Express booms experienced an
incomplete deployment that was eventually resolved,75 the as-
sistance of the robotic system during deployment will provide
robustness to any deployment anomalies. The fundamental fre-
quency for this design is 1.1 Hz, exceeding the 0.69 Hz require-
ment, and achieving a structural areal density of 3.8 kg∕m2

considering only the truss members. This results in a backplane
structural mass of 2.0 × 104 kg and a primary mirror total
mass of 1.3 × 105 kg, which exceeds the 1.05 × 105 kg payload
mass capacity of an SLS Block 1B vehicle to low Earth orbit
(LEO).60

In order to conform to the 800-m radius of curvature of the
primary mirror surface, the truss is designed with clearances that
can be adjusted at the mechanical interconnects between DTMs.
This is a benefit of the modular assembly, which allows all of
the structural modules to be fabricated as identical units. The
range of adjustability required in the DTM gaps based on the

1 m

5.
52

 m

5.52 m

2.
76

 m

(a) (b) (c)

Fig. 8 (a) Geometry of a single truss module underneath a mirror module; (b) CAD model of deployed
truss module; and (c) CAD model of packaged truss module.

Fully filled
tessellation

Sparse
tessellation

(a) (b)

(c) (d)

Fig. 9 Top views of (a) fully filled and (b) sparse hexagonal tessella-
tion. Hexagonal trussmodules arranged in (c) fully filled and (d) sparse
tessellations, with redundant members are shown in thickened red
lines.
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the design for each DTM because of the existing prior work in
establishing the mechanical configuration for packaging and
deployment,25,69 and because the hexagonal shape is most com-
patible with the mirror segment geometry. Figure 8 shows one
truss module with its associated mirror module attached.

Using the hexagonal tiling pattern established by the mirror
module geometry in Fig. 6, there are two possible underlying
tessellations that the truss structure can utilize. As shown in
Figs. 9(a) and 9(b), these are a fully filled hexagonal tessellation
and a sparse tessellation composed of hexagons with triangular
voids. We chose to adopt the sparse tessellation for several rea-
sons. Most importantly, the sparse geometry includes fewer
redundant truss members compared to the fully filled hexagonal
tessellation, as seen in Figs. 9(c) and 9(d), and allows the
assembly robot more access and maneuvering space during
the assembly operation to manage the process of joining con-
nectors and mating the truss modules. Additionally, the orien-
tation of each truss module is consistent; while in the fully filled
case, they must alternate which side faces upward and therefore
must include two different DTM configurations for intercon-
nects and mirror attach points. Finally, the hexagons in the
sparse case are 12.4%, smaller in side length, reducing the effec-
tive buckling length that drives the truss member diameter.
Using the sparse tessellation, each truss module has a hexagonal

side length of 2.76 m and interfaces with its corresponding mir-
ror module at the midpoint of the outer ring of mirror segments.
The full primary mirror includes 270 DTMs forming nine rings
around a central hexagonal hub. This hub is a monolithic unit
including attachment points for the primary mirror solar array
and docking points for the formation flying units during
assembly and transit to SEL2. The innermost ring of six mod-
ules may be attached permanently to the hub to aid the initial
assembly process. Mirror modules are attached to DTMs in the
second ring out to the ninth ring.

We selected carbon fiber M55J tubes to be the primary
material for the DTM based on its performance as a high modu-
lus fiber. Following a published rationale for defining structural
requirements for telescopes,70 a minimum fundamental fre-
quency requirement of 0.69 Hz was imposed on the backplane
truss in order to achieve a dynamic surface precision of 1 μm,
based on approximation to a plate-like structure. A design that
satisfies the fundamental frequency requirement is a 2.76-m
deep truss with that are a constant 45-mm diameter and 3-
mm thick.71 The end-beam hinges in each DTM can be passive
pin-and-barrel hinges with no need for latching. However, the
mid-beam hinges associated with the folding diagonals and lon-
gerons are ideally spring-loaded and latching hinges with high
stiffness once deployment is complete. A preliminary trade
study concluded that tape-spring hinges72,73 would best satisfy
the need for a latching hinge, compared to more complicated
mechanisms, such as a snap-action or wedge latch. Tape-spring
hinges for deployable booms have had flight heritage on Mars
Express.74 While the Mars Express booms experienced an
incomplete deployment that was eventually resolved,75 the as-
sistance of the robotic system during deployment will provide
robustness to any deployment anomalies. The fundamental fre-
quency for this design is 1.1 Hz, exceeding the 0.69 Hz require-
ment, and achieving a structural areal density of 3.8 kg∕m2

considering only the truss members. This results in a backplane
structural mass of 2.0 × 104 kg and a primary mirror total
mass of 1.3 × 105 kg, which exceeds the 1.05 × 105 kg payload
mass capacity of an SLS Block 1B vehicle to low Earth orbit
(LEO).60

In order to conform to the 800-m radius of curvature of the
primary mirror surface, the truss is designed with clearances that
can be adjusted at the mechanical interconnects between DTMs.
This is a benefit of the modular assembly, which allows all of
the structural modules to be fabricated as identical units. The
range of adjustability required in the DTM gaps based on the
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Fig. 8 (a) Geometry of a single truss module underneath a mirror module; (b) CAD model of deployed
truss module; and (c) CAD model of packaged truss module.
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Fig. 9 Top views of (a) fully filled and (b) sparse hexagonal tessella-
tion. Hexagonal trussmodules arranged in (c) fully filled and (d) sparse
tessellations, with redundant members are shown in thickened red
lines.
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worst case, a separate gripper, which can be retrieved from a tool
change-out cartridge mounted on the robot’s chassis (such as
used in the Dextre robot18), might be needed for the mirror trans-
port and attachment process. During assembly, the end-effectors
also provide the actuation of the mechanical and electrical
interconnects. The end-effectors can also be equipped with
additional functions such as a probe to provide health data
on the electrical system of the telescope.

The hexbot will use identical limbs that are capable of both
manipulation and mobility operations. This approach is particu-
larly suitable for on-orbit operations for which the mobility
problem can be cast as a special case of manipulation.
Moreover, each joint within the limb will use an identical drive-
train. The JPL RoboSimian system,85 whose legs are constructed
from identical seven DOF modules, has demonstrated that such
designs are viable and cost-effective. Particularly in space,
where gravitational loading is not a constraint on robot design,
such modular design approaches are feasible. Moreover, signifi-
cant cost savings are possible, particularly for flight applications
for which verification, validation, and acceptance tests are major
cost drivers.

The gross motion planning algorithms will exploit the avail-
ability of multiple manipulators and actuation redundancy.
In particular, mobility and manipulation tasks will be planned
with contact points and orientations to minimize loads into
the structures. As a simple example, with at least three points
of contact at any one time, the loads on the trusswork can be
planned to minimize reaction moments and emphasize reaction
forces.89 Forces can be reacted with much more structural
efficiency than moments. Similarly, maneuvers that minimize
rapid changes in the robot’s center of mass displacement can
also be enabled by the large number of robot DOF.90

Nearly axisymmetric limbs and omnidirectional visual sen-
sor coverage makes perception and available actions indifferent

to the heading of the robot. Because the robot does not need to
reorient to see, move, or manipulate, energy- and time-efficiency
are dramatically improved. The robot will use multiple pairs of
stereo cameras on the chassis for navigation and situational
awareness. Additional cameras mounted in the hand can provide
assistance with the grasping and docking operations, and force–
torque sensors at the distal end of each arm provide the measure-
ments needed to manage the control of the internal forces
within the truss-robot mechanism and to ensure that excessive
assembly forces are not generated.91 The hexbot’s perception
system is responsible for building, maintaining, and processing
3-D maps based on the stereo range images and visual odometry.
The outputs of the perception system are used by the robot to
plan collision-free motions, insertion of objects, and inspection
of the environment.

We envision that the assembly interactions with the DTMs or
mirror modules are controlled using hybrid position-force
control techniques, such as the generalized compliant motion
method.92 Robotic assembly in space will require simultaneous
force control and Cartesian trajectory tracking for module
docking, dithering (random searching motions, e.g., for aligning
a DTM with its neighbor before they are attached), and
kinematic constraint satisfaction. Visual servoing93 (the process
of minimizing visual tracking errors by using visual feedback)
will also be required during the docking, transportation, and
module deployment processes to overcome errors and to
manage assembly in the face of small manufacturing errors.
Figure 12 shows photos of an experiment demonstrating
force-controlled deployment of a DTM using dual-handed
manipulation on the Surrogate robot at JPL.94 This robot has
two seven DOF arms mounted on a seven DOF torso. It incor-
porates force sensing wrists and a stereo vision system, as would
be used for in-space robotic assembly. This experiment demon-
strated that a combination of visual servoing, compliant motion

Fig. 11 Conceptual CAD rendering of hexbot motion sequence as it deploys a DTM and positions it on
the backplane.
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sequence for a set of three truss and mirror modules. First, the
truss modules are individually deployed and attached. Once
the structure is complete, the mirror modules are attached to the
underlying truss. A full 100-m primary mirror includes over 300
of each module, requiring numerous repetitive manipulation
tasks suitable for a robotic system with supervised autonomy.

The primary mirror assembly is performed by a general-pur-
pose robot that will remain with the telescope and that will also
perform servicing tasks throughout its lifetime. This robot,
shown in Fig. 3, is a multilimbed robot that can travel over
the primary mirror truss structure to perform its assembly and
servicing tasks. These tasks include transporting truss and
mirror modules across the partially assembled primary mirror

structure, positioning and aligning the modules for assembly,
and removing and installing components, such as individual
mirror segments for servicing.

The following section summarizes prior work related to the
RAMST architecture, including a comparison with some of the
many concepts developed for large-space telescopes. Section 3
provides an overview of the features and advantages of the
RAMST concept and presents some of the trade studies consid-
ered. Section 4 explores the 100-m telescope configuration in
detail, including the optical, metrology, and structural designs.
Section 5 describes the robotic system and assembly sequence.
Section 6 summarizes and concludes the paper.

2 Background
The RAMST architecture builds upon substantial prior work in
order to enable aperture diameters on the order of 100 m to be
assembled in space. Such large diameter telescopes operating in
the UV to near IR wavelengths would enable significant science
return in characterizing terrestrial exoplanets and stellar popu-
lations, understanding galaxy halo and gas physics, and study-
ing dark matter dynamics.3,4 Here, we briefly summarize prior
large telescope designs and in-space assembly techniques that
provide context for the development of the RAMSTarchitecture.

Primary
mirror

Optics and
instrumentation

unit

Metrology unit

Sunshade

400 m
400 m

100 m

Fig. 1 Artistic depiction of formation flying 100-m telescope configuration (distances between compo-
nents are not to scale).

Truss module
deployment

Truss module
assembly

Mirror module
attachment

Assembled
primary mirror

Stowed
truss

modules

Stowed
mirror

modules

Fig. 2 Primary mirror assembly concept and module nomenclature.

Fig. 3 Conceptual CAD rendering of assembly robot deploying a
truss module. Folded truss modules are stored in a cargo housing
unit shown docked to the central hub. Accessibility of the folded mod-
ules is subject to future detailed design.
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sequence for a set of three truss and mirror modules. First, the
truss modules are individually deployed and attached. Once
the structure is complete, the mirror modules are attached to the
underlying truss. A full 100-m primary mirror includes over 300
of each module, requiring numerous repetitive manipulation
tasks suitable for a robotic system with supervised autonomy.

The primary mirror assembly is performed by a general-pur-
pose robot that will remain with the telescope and that will also
perform servicing tasks throughout its lifetime. This robot,
shown in Fig. 3, is a multilimbed robot that can travel over
the primary mirror truss structure to perform its assembly and
servicing tasks. These tasks include transporting truss and
mirror modules across the partially assembled primary mirror

structure, positioning and aligning the modules for assembly,
and removing and installing components, such as individual
mirror segments for servicing.

The following section summarizes prior work related to the
RAMST architecture, including a comparison with some of the
many concepts developed for large-space telescopes. Section 3
provides an overview of the features and advantages of the
RAMST concept and presents some of the trade studies consid-
ered. Section 4 explores the 100-m telescope configuration in
detail, including the optical, metrology, and structural designs.
Section 5 describes the robotic system and assembly sequence.
Section 6 summarizes and concludes the paper.

2 Background
The RAMST architecture builds upon substantial prior work in
order to enable aperture diameters on the order of 100 m to be
assembled in space. Such large diameter telescopes operating in
the UV to near IR wavelengths would enable significant science
return in characterizing terrestrial exoplanets and stellar popu-
lations, understanding galaxy halo and gas physics, and study-
ing dark matter dynamics.3,4 Here, we briefly summarize prior
large telescope designs and in-space assembly techniques that
provide context for the development of the RAMSTarchitecture.
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(a) Build sequence

(b) Deploy sub-sequence

Figure 3: Screenshots from an 26min in-lab demonstration of autonomous assembly with RoboSimian. (3a) shows the
build process of a 3m diameter truss structure in a specific order. Interspersed between the individual truss insertion
tasks was a truss deployment and retrieval task shown in (3b). During this sub-task the robot grabs, deploys and
retrieves a collapsed truss for assembly.

modules from an astronomical requirements standpoint. In this work, we took a bottom-up approach by designing the
simplest possible truss design that was iterated upon via end-to-end testing with a robotic system. This enabled us to
balance the cost of manufacturing with those of robotic precision required to achieve the task at hand while keeping
costs of actuators and on-board sensors low. We chose the sparse tessellation architecture proposed by Lee et al. (2016)
for the truss assembly. The task at hand was to assemble six of these DTM’s, each with a unique set of interconnects
that had to be assembled in a specific order. This created a 3m diameter kinematically closed loop structure to sub-
cm accuracy despite the stacking up of tolerance errors in hardware. In addition to the deployable trusses, custom
mechanical interconnects were designed with an internal latching mechanism (Figure 4c). Once inserted, the trusses
would latch to a fixed central structure. This experimental setup is compatible with the top-down architecture presented
in Lee et al. (2016) for a robotically assembled, modular space telescope. However, operational simplifications were
made for logistical and cost reasons. In addition, we did not design a custom robot for this task, as we had to adapt the
task to an existing robotic system. We relied on Jet Propulsion Lab’s (JPL) RoboSimian Robot which was originally
designed for the DARPA Robotics Challenge. A detailed description of JPL’s RoboSimian Robot is discussed in
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(a) Build sequence
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Figure 3: Screenshots from an 26min in-lab demonstration of autonomous assembly with RoboSimian. (3a) shows the
build process of a 3m diameter truss structure in a specific order. Interspersed between the individual truss insertion
tasks was a truss deployment and retrieval task shown in (3b). During this sub-task the robot grabs, deploys and
retrieves a collapsed truss for assembly.

modules from an astronomical requirements standpoint. In this work, we took a bottom-up approach by designing the
simplest possible truss design that was iterated upon via end-to-end testing with a robotic system. This enabled us to
balance the cost of manufacturing with those of robotic precision required to achieve the task at hand while keeping
costs of actuators and on-board sensors low. We chose the sparse tessellation architecture proposed by Lee et al. (2016)
for the truss assembly. The task at hand was to assemble six of these DTM’s, each with a unique set of interconnects
that had to be assembled in a specific order. This created a 3m diameter kinematically closed loop structure to sub-
cm accuracy despite the stacking up of tolerance errors in hardware. In addition to the deployable trusses, custom
mechanical interconnects were designed with an internal latching mechanism (Figure 4c). Once inserted, the trusses
would latch to a fixed central structure. This experimental setup is compatible with the top-down architecture presented
in Lee et al. (2016) for a robotically assembled, modular space telescope. However, operational simplifications were
made for logistical and cost reasons. In addition, we did not design a custom robot for this task, as we had to adapt the
task to an existing robotic system. We relied on Jet Propulsion Lab’s (JPL) RoboSimian Robot which was originally
designed for the DARPA Robotics Challenge. A detailed description of JPL’s RoboSimian Robot is discussed in
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Position Precision 3.7 mm
Orientation Precision: 0.1 deg

26 min, End-to-End Autonomous 3m Ring Truss Assembly
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https://exoplanets.nasa.gov/internal_resources/837/

Demonstration video link 
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(a) Worst case mobility error of approximately 10cm with
robot located 3m relative to the visual tag

(b) Best case mobility error of approximately 1cm at the
point of manipulation (⇠ 1m from the visual tag; US 10-
cent dime for scale)

Figure 7: Mobility error

successive fiducial detections followed by specification of multiple pre-manipulation and manipulation navigation
goals. The distribution of the tire location from five end-to-end runs is shows sub-cm accuracy in the base positioning.
This figure highlights the repeatability of our autonomy sequences in terms of mobility.

5.3 Manipulation performance

Similar to quantifying mobility performance, we quantify manipulation performance for the last intersection task of
the sixth truss by running multiple end-to-end runs and monitoring the end effector corrections required from force
control to achieve successful insertions . The sixth insertion is the hardest manipulation task in the assembly sequence
given that it requires six point insertions and is the most sensitive to positional accuracy.

Figure 8b shows a 3D plot of the path taken by the origin of the truss frame during the insertion maneuver as seen
from the task frame. The path was measured based on the observed amount of force controlled corrections required
for successful insertion. This figure shows the scale of the deviation in the vertical axis relative to the horizontal
axes. Figure 8c shows a top down view of the same paths illustrating the planar corrections from force control during
insertion. We note the end location post insertion as the task frame (fixed to the central structure) and denote it as the
origin where the insertion is terminated. We then observe the path of the truss frame relative to this origin to quantify
repeatability (precision) and also accuracy. If the system were perfectly accurate, the path of truss frame would be a
perfect straight line upwards as no corrections would be needed via force control.

Table 1 quantifies our accuracy and precision in position and orientation. Errors were measured and logged after each
insertion based on the observed amount of force controlled corrections required for successful insertion. Accuracy is
the mean and precision is the variance of these errors from its mean across many insertions from multiple runs. Our
accuracy was around 21.5 mm in position and 1 deg in orientation and our precision was around 3.7 mm in position
and 0.1 deg in orientation. Accuracy is a strong function of our robot hardware, truss hardware and experimental
setup. Precision is a strong function of our autonomy architecture and is a measure of our repeatability across runs. In
our experiments we have the same errors over and over again with very little variability. The bias in accuracy is due to
multiple lumped factors 1) mismatch between model kinematics and true kinematics 2) camera intrinsic and extrinsic
calibration 3) fiducial recognition errors of the april tag system decoupled from camera optics as outlined in Figure
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successive fiducial detections followed by specification of multiple pre-manipulation and manipulation navigation
goals. The distribution of the tire location from five end-to-end runs is shows sub-cm accuracy in the base positioning.
This figure highlights the repeatability of our autonomy sequences in terms of mobility.
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the sixth truss by running multiple end-to-end runs and monitoring the end effector corrections required from force
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insertion. We note the end location post insertion as the task frame (fixed to the central structure) and denote it as the
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Figure 6: Tag pose estimation accuracy. Figure shows error with respect to ground truth using rendered images at increments
of 0.1 m from a range of 1 m to 3 m. Fifty tag poses were sampled from a uniform distribution of {-0.5, 0.5} m in the two axes
perpendicular to the optical axis and {-30, 30} degrees in each Euler angle. The color of points in the angle error plot illustrates
accuracy as a function of relative orientation. Big blue points in Figure 6d are with a relative yaw of less than 10 degrees, and small
red points are for relative yaw greater than 10 degrees. This study demonstrates an upper bound on tag pose estimation error of 3
cm and 4 degrees (less than 2 degrees when relative yaw is less than 10 degrees) up to 3 m range.

5.2 Mobility performance

We quantified worst case end-to-end mobility performance by starting 3 m relative to the tag8 and repeatedly sent a
sequence that contained a tag detection followed by a fixed navigation goal to go to via odometry alone. We noted
the left tire position by marking it on the floor and ran this sequence multiple times. Figure 7a shows the worst case
mobility error which is a lumped estimate that includes tag recognition and wheel odometry (with yaw rate corrections
from an low-cost inertial measurement unit) accuracy. This resulted in an end-to-end accuracy of around 10 cm in
positioning the base.

In contrast, Figure 7b shows the performance at the final point of manipulation in the assembly sequence. This involved

7The 25cm estimate derived via how a 3 cm position and a 4 deg orientation error get amplified at 3 m (0.03+3⇤ sin(4)). The 4cm error at 1 m
is derived similarly.

8Three meters is the furthest distance that the robot needed to be from the central structure in our demonstration and also it the farthest distance
from which the AprilTag library returned detections given our camera optics.
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7The 25cm estimate derived via how a 3 cm position and a 4 deg orientation error get amplified at 3 m (0.03+3⇤ sin(4)). The 4cm error at 1 m
is derived similarly.

8Three meters is the furthest distance that the robot needed to be from the central structure in our demonstration and also it the farthest distance
from which the AprilTag library returned detections given our camera optics.

(a) Tag in robot image (b) Tag in rendered scene
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(d) Yaw angle error relative to tag range

Figure 6: Tag pose estimation accuracy. Figure shows error with respect to ground truth using rendered images at increments
of 0.1 m from a range of 1 m to 3 m. Fifty tag poses were sampled from a uniform distribution of {-0.5, 0.5} m in the two axes
perpendicular to the optical axis and {-30, 30} degrees in each Euler angle. The color of points in the angle error plot illustrates
accuracy as a function of relative orientation. Big blue points in Figure 6d are with a relative yaw of less than 10 degrees, and small
red points are for relative yaw greater than 10 degrees. This study demonstrates an upper bound on tag pose estimation error of 3
cm and 4 degrees (less than 2 degrees when relative yaw is less than 10 degrees) up to 3 m range.

5.2 Mobility performance

We quantified worst case end-to-end mobility performance by starting 3 m relative to the tag8 and repeatedly sent a
sequence that contained a tag detection followed by a fixed navigation goal to go to via odometry alone. We noted
the left tire position by marking it on the floor and ran this sequence multiple times. Figure 7a shows the worst case
mobility error which is a lumped estimate that includes tag recognition and wheel odometry (with yaw rate corrections
from an low-cost inertial measurement unit) accuracy. This resulted in an end-to-end accuracy of around 10 cm in
positioning the base.

In contrast, Figure 7b shows the performance at the final point of manipulation in the assembly sequence. This involved

7The 25cm estimate derived via how a 3 cm position and a 4 deg orientation error get amplified at 3 m (0.03+3⇤ sin(4)). The 4cm error at 1 m
is derived similarly.

8Three meters is the furthest distance that the robot needed to be from the central structure in our demonstration and also it the farthest distance
from which the AprilTag library returned detections given our camera optics.
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Optical Testbed and Integration on ISS eXperiment (OpTIIX) 

Robotically assembled and operated at 
Express Logistics Carrier (ELC3)

M1

Fine 
Steering 
Tertiary

Coarse 
Steering 
Mirror

3 Mirror Anastigmat Telescope
(1.45m aperture)  

M2
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1. Gimbal

2. Telescope Core Module

3. Secondary Tower

4.-6. Segment Modules
(no particular order)

Full Deployment of Sunshades

6 launch modules for assembly

OpTIIX Assembly Sequence 
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RPOD camera 
module

35W Solar array

ACS

Transceiver/
Computer

EPS

Cold Gas 
Propulsion System

SAR Hardware

UHF/VHF 
Antenna

Motor 
Controllers

102 cm x 32.5 
cm SAR Antenna

5 DOF Robotic 
Arm (Stowed)

20 Whr
Battery

5 DOF Robotic 
Arm (Deployed)

Near Rendezvous Docking Operations

23

• Propulsion systems are used to bring 
CubeSats within 1 meter range

• IR camera and emitter on robotic arm 
end effectors allows for precise 
positioning in 2D plane

• Propulsion systems are fired to bring arms 
together with relative velocity ≤ 10 cm/s

CubeSats performing close proximity docking operations

SAR Stripmap mode Real-Time Communications 
with ISARA Unit
Reconfigured Mode

Cluster Formation Using CubeSats with Robotic Arms

28



j p l . n a s a . g o v

Orbital Debris Mitigation with Robotic Arms on CubeSats
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Short-range OpNav
Imager (x4)

Long-range OpNav
Imager (x2)

Robotic Arm (stowed)

ADCS

EPS
Computers & 
Transceivers

GPS
Robotic Gripper

1 N ADN 
Thruster

25 mN Cold Gas 
RCS Thruster (x8)

Batteries

Robotic Motor Drivers

UHF Antenna

Deployable 
Solar Panels

6U Spacecraft
Requirements
• Size: (100 x 226.3 x 340.5) mm
• Mass: 12.0 kg

Functionality
• Accessible launch
• Tracking capabilities
• Rendezvous capabilities
• Limited trajectory alterations

12U Spacecraft
Requirements
• Size: (226.3 x 226.3 x 340.5) mm
• Mass: 24.0 kg

Functionality
• 12U P-POD less mature
• Tracking capabilities
• Rendezvous capabilities
• Trajectory alterations
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CASPA VL (x4)

PicoSatellite CAM1 (x2)

Long Range OperationProx. Op.
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Technical Evaluation and Risk Analyses for On Orbit Robotic Servicing
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DARPA Payload Orbital Delivery (POD) 
System

Robotically Assembled and Refurbishable Communication Payload
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Modular Communication Units for Robotically Assembled Payload

Ka-band 
Gimbaled 

Dish

Ka-band DL 
Phased 
Array

Ka-band UL 
Phased 
Array

Multi-Beam 
Array

COMSEC/ 
TRANSEC

SGLS

Earth 
Coverage &
Switch, RC

SMAP/NISR 
Sized 

Reflector?

Ka-band 
Gimbaled 

Dish

Ka-band 
Gimbaled 

Dish

Ka-band 
Gimbaled 

Dish

Ka-band 
Gimbaled 

Dish

Ka-band 
Gimbaled 

Dish

RSGS grapple 
fixture

Tethers Unlimited 
AXON connector

RF Electronics

Digital Electronics

TWTA

Earth Coverage antenna

TWT and EPC

Uplink antenna

RF ElectronicsDigital Electronics

Downlink antenna

RF ElectronicsDigital Electronics

Phased array with 
associated electronics 
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Robotically Assembled 30m Starshade
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Fine Alignment 
Kinematics (x4)

Coarse Alignment 
Pin/Funnel (x4)

Robotically 
Actuated 
Z-Clamp

Fluidic Connectors 
(Refrigerant)

Power/Data Connectors

Preload/Utilities
Truss Side Pallet Side

1m
square
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A 150 m StarshadeRobotically Assembled 150m Starshade
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Robotically Assembled 150m Starshade
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Robotically Assembled 150m Starshade
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