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WARNING 
HIGH DIFFRACTION ZONE 

CORONAGRAPHS REQUIRED AT ALL TIMES 



 
        

     

      
   

Fundamental Coronagraph Characteristics 

• Starlight suppression 
• How dark is the field around the star (the dark hole)? 

• Throughput 
• How much exoplanet light ends up on the detector? 

• Stability 
• How sensitive is the coronagraph to time-dependent

variables (e.g., low-order aberrations, pointing errors)? 



    

   
   

   
 

    

      
  

 
  

  
   

    

   

 

     

Modeling: How dark, how stable? 
No coronagraph Target star Reference star Target - Reference 

-
Coronagraph & 

Wavefront 
Control 

How dark a dark hole? 
Diffraction modeling: 

• System aberrations (e.g. defocus) 
• Optical surface errors (polishing, 

coating) 
• Mask errors & misalignments 
• Polarization-dependent errors 
• High & low order wavefront 

control 

How stable is the system over time? 
Structural/thermal/optical (STOP) modeling: 

• Solar incidence changes 
• Heat dissipation (mechanism 

motions, electronics) 
• Heater control loops 
• Reaction wheel speed changes 
• Low order wavefront control 

(pointing) 
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Broadband image = multiple monochromatic images x 4 polarization components 
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CGI Wavefront Control 
Hybrid Lyot Coronagraph, λ=546-604 nm 

Contrast = 2 x 10-3 4 x 10-6 3 x 10-5 2 x 10-6 ~10-9 

Before flattening After flattening After flattening After flattening After HOWFS 
No HLC DM pattern No HLC DM pattern No HLC DM pattern HLC DM pattern HLC DM pattern 

No masks No masks HLC masks HLC masks HLC masks 

  
 

   

     

          

10-10 10-6 10-2 

Contrast 

The same wavefront control algorithms are used in the models, testbeds, and on-orbit 
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Observing Scenario 11 Timeline 
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• Reaction wheel speeds 
• Mechanism motions 
• Electronics usage 

o 

cl 

C
y 

t) 

e
2 
star 

Hours 



Observing scenario 
times & orient 

CGI power pr 
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8x jitter MUF 

OS Time Series Computation Process 

Reaction 
wheel speeds 

Pointing 
errors 

Dynamics 
model 

quasi-
LOWFS 
model 

Pointing 
jitter 

3x -

See Alice Liu's talk on Thursday for more on STOP modeling 

Models Sigfit + Code V) changes 

2x structural MUF Diffraction 
model 
(PROPER) 

CGI speckle 
images 

Detector 
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(emccd_detect) 

Photon 
counting 
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OS11 Low-Order Aberration Variations 
(before LOWFS correction) 
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OS 11 Time Series with Jitter 
HLC (λ=546-604 nm), with jitter & LOWFS corrections 

0 h 44 h 

Time series data (HLC, SPC-Spec, SPC-WFOV) available at 
roman.ipac.caltech.edu 

https://roman.ipac.caltech.edu


 

 

 

OS11 Simple Post-Processing Simulations 
HLC (λ=546-604 nm) 

Target + Actual 
Planets Reference Difference Planets 

+Roll 

-Roll 5 x 10-9 @ 
r = 3.5 λ/D 

2 x 10-9 @ 
r = 4.5 λ/D 
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Error Budget Fundamental Properties

Before making an error budget, you must decide on:
• The Observing Scenario
• The Error Metric
• A single value that can summarize how good the 

performance is
• Defined in the context of the observing scenario



Flux Ratio

• Flux Ratio is a property of the planet

• The signal (S) is proportional to the Flux 
Ratio:
• It is in counts (electrons):

• So the astrophysical quantity of interest is:

Planet 
Flux Ratio𝜉!" ≡

Φ!
Φ∗

Observer

Exo system

𝛼
planet

𝑟!
LOS

𝑎

phase 
angle

Φ!

Φ∗

Flux Ratio:

𝑆 =	𝜉#$⋅ 𝐹%&'( ' 𝑡ℎ𝑟𝑜𝑢𝑔ℎ𝑝𝑢𝑡 ' 	𝑡𝑖𝑚𝑒

𝜉#$ = 𝜅 ⋅ 𝑆 𝜅 ≡
1

𝐹"#$% - 𝑡ℎ𝑟𝑜𝑢𝑔ℎ𝑝𝑢𝑡 - 	𝑡𝑖𝑚𝑒
where



Flux Ratio Noise – The Error Budget Metric

• The flux ratio is given by:

• The Error Budget is based on measuring this 
with the smallest error
• So we define flux ratio noise (FRN) as the error 

budget metric.

• FRN can be obtained by taking the differential 
of the above and using root sum square (⊕) 
instead of (+) and (-)
• True when the errors are independent

𝜉#$ = 𝜅 ⋅ 𝑆

𝛿𝜉 = 𝜅 ⋅ 𝛿𝑆	 ⊕ 	𝛿𝜅 ⋅ 𝑆

signal counts, 
𝑒!

flux ratio 
noise (FRN)

Calibration 
Errors

Signal Extraction 
Errors

Calibration 
Factor

a conversion factor that 
depends on the instrument 

and observing scenario

the scientifically 
interesting 

quantity

the signal we 
observe



Error Budget Flowdown from the Top

Flux Ratio 
Noise
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Planet Photometry
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This is the 
error budget 

basis

3 main branches
of the budget

𝐶 ∝ 𝐸 + Δ𝐸 & = 𝐸 & + Δ𝐸 & + 2	ℛ 𝐸∗Δ𝐸
existing field
(static field)

perturbation
(instability)

Cross term

most important term

amplifying role

2	ℛ 𝐸∗Δ𝐸

𝐸 &

𝐸 Δ𝐸
𝑤! 𝑤"

Initial 𝑑𝑖𝑠𝑡𝑢𝑟𝑏𝑒𝑑

Corona
graph



Roman CGI Error Budget
CGI TOP LEVEL ERROR BUDGET  Threshold IMG NF B1 nm View Date

planet Threshold Companion Viewed 8/7/2023
Flux Ratio 100 ppb Scenario
Sep. 376 mas Req. detector 
Host V 5 mag CG Performance

Value 5.0 Contrast Stability 
hours on target

Annular Zone ( l/ D)
Required months at L2
Allocated Dist x Sens Model
CBE Instrum. CBE

Alloc. 4.76 Alloc. 4.42 Alloc. 10.99
CBE 2.52 CBE 2.05 CBE 2.61

k_c = 1.39
Value

Alloc. 37.46
Alloc. 3.72 Alloc. 2.62 Alloc. 1.72 CBE 11.90

CBE 1.51 CBE 1.27 CBE 0.57 CBE 3.75

Alloc. 2.00 Alloc. 0.86 Alloc. 2.39
CBE 1.41 CBE 0.21 CBE 1.40 Alloc. 8.00 Alloc. 4.00

CBE 2.96 CBE 1.81

Alloc. 2.20 Alloc. 1.76 Alloc. 0.49
CBE 1.44 CBE 0.42 CBE 0.21 Alloc. 25.00

CBE 10.10

8/7/2023

CBE margin 
rel.

36.1%

20.00

79.2%
12.77
4.17

575 10% BW

Target Flux Ratio 
[ppb]

L4 Diff. Imaging  (RDI)
Random Noise [ppb] 

Zodi 
Photon Noise [ppb]

L4 Star Photometry  
Calibration [ppb] L4 Stray Light [ppb]

 Planet 
Photon Noise [ppb]

L4 Core Throughput 
Calibration [ppb]

Calibration Errors 
[ppb]

Photometry Noise 
[ppb]

L4 Detection Efficiency 
Calibration [ppb]

L4 Detector/Elec 
Noise [ppb]

Stellar Leakage
Photon Noise [ppb]

L4 Initial Static Raw 
Contrast [ppb]

L2 Post-Processing 
Gain   (k_pp)

Threshold IMG NF B1

SNR
CS_THR_NFIM_220824

10
6.0 - 9.0  lam/D

21

DET_CBE_221024
CGPERF_HLC_20190210br

Unallocated 
reserve

Alloc. 15.78

2.0

L4 Internal Cont 
Stability  [ppb]

L4 External Cont 
Stability [ppb]

Differential Flux Ratio 
w/Post Proc [ppb]

L4 Average Raw
 Contrast [ppb]

Flux Ratio Noise 
[ppb]

100.00

Differential Contrast
[ppb]

13.00
1.44

Alloc.
CBE

Systematic Contrast 
Errors  [ppb]

𝛿𝜉 = (𝜅& 𝑘((⁄ )	𝛿𝐶

conversion
to  FRN

𝛿𝐶



Model Validation & Verification

r
λ/D

Analytical
Model

FRN

Numerical
Model

FRN Error

3-4 0.79 0.79 0%

4-5 0.56 0.47 19%

5-6 0.38 0.38 0%

6-7 0.38 0.36 5%

7-8 0.33 0.40 -16%

8-9 0.33 0.48 -31%

• Numerical models vs JPL Testbed
• Aberration sensitivity
• Dark hole contrast
• EFC convergence rate
• Initial DM patterns

Testbed (modulated)
Model

10-9

10-8

10-7

10-6

10-5

10-4

0 5 10 15 20 25 30
Iteration

Co
nt

ra
st

• Error budget vs Numerical models
• Comparison using OS6 results
• Numerical model measurements
• Analytical model statistics
See Nemati et al., JATIS (submitted) (2023)

See Zhou et al., SPIE Proc., 11443 (2020)
Also, see Alice Liu's talk on Thursday for STOP validation



Summary

• We've been modeling CGI for 10 years to levels never previously attained
• Using resources only available for flight projects
• Models have been validated against testbed experiments
• The algorithms, tools, and experience are directly applicable to HWO

• Because the coronagraph will not be tested with the actual telescope, 
modeling is critical for on-orbit performance predictions
• This will be the case for any large space telescope coronagraph

• Review of CGI modeling by Krist et al. submitted to JATIS
• Nemati et al. paper on CGI error budget submitted to JATIS
• Modeling talks & posters at upcoming SPIE


