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JWST imaging of HIP 65426b from 2�16 micron 11

Figure 3. Unsubtracted and KLIP subtracted image stamps for the NIRCam F356W (top row) and MIRI F1140C (bottom
row) filters. The leftmost column displays the median unsubtracted image for a single science roll, and all other columns display
the KLIP subtracted images for ADI, RDI, and ADI+RDI subtraction methods using the maximum number of KLIP PCA
modes. All images are oriented as shown by the directional arrow in unsubtracted image column, the position of the star (white
star) is also marked. Additionally, the intensity of all images for a given filter are identically scaled. The exoplanet, HIP 65426 b,
can be easily identified at a position angle of ⇠150� in the subtracted images. We note that the distinct “hamburger” shaped
central core and six-lobed structure of the companion PSF in the NIRCam images is an expected feature that is related to the
Lyot stop design, and not indicative of discrete astrophysical sources.

the number of annuli and subsections the PSF subtrac-
tion is performed across can be adjusted, we find that
this does not improve the observed contrast. Hence, we
perform all subtractions using a single annulus and a
single subsection (i.e., the entire image). The number of
KLIP PCA modes can also be adjusted to tune the ag-
gressiveness of the PSF subtraction. Hence, we perform
the PSF subtraction across the full range of possible
PCA modes to investigate the impact on our measured
contrast and companion fitting. The maximum number
of PCA modes is dependent on the exposure settings
for each filter and corresponds to: the number of inte-
grations in a single roll for ADI, the total number of
integrations across all 9 dithers for RDI, and the sum of
the two for ADI+RDI (see Table 1 for precise values).
Pre- and post-subtraction images for the NIRCam

F356W and MIRI F1140C filters are shown in Figure 3,
and images for all filters are shown in Appendix A. We
note that the distinct “hamburger” shaped central core
and six-lobed structure of the companion PSF in the
NIRCam images is an expected feature that is related
to the Lyot stop design, and not indicative of discrete
astrophysical sources.

3. ANALYSIS

3.1. Contrast Calibration

All proceeding contrast measurements are determined
relative to a synthetic spectrum of HIP 65426 in each of
the JWST filters, as estimated from fitting stellar and
disk models to existing photometry following Yelverton
et al. (2019), see Figure 4. We use data of HIP 65426
from Hipparcos/Tycho-2 (Høg et al. 2000), Gaia DR2
(Gaia Collaboration 2018), 2MASS (Cutri et al. 2003),
ALLWISE (Wright et al. 2010), AKARI IRC (Ishihara
et al. 2010), and Spitzer MIPS (Chen et al. 2012).
The fitting procedure compares synthetic photometry
of models to the data to compute a �

2 value, and pos-
terior distributions are found using MultiNest (Feroz
et al. 2009; Buchner et al. 2014). We derive our own
zero points using the CALSPEC Vega spectrum (Bohlin
et al. 2014). We use PHOENIX models (Allard et al.
2012) for the stellar photosphere, and a Planck func-
tion for the disk model. There is a small excess at
24 µm that was previously reported at 3.5� by Chen
et al. (2012), though not considered significant in that
paper. The best fit model has an e↵ective tempera-
ture of 8600±200 K and luminosity 16±1 L�. The dust
temperature and luminosity are very poorly constrained
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NIRCam and MIRI observe exo 
solar systems with similar orbital 
scales


At 11 microns coronagraph 
needs to operate “closer” in 
units of wavelength/aperture. 


2-4 microns: robust 
coronagraph.


10-15 microns: less robust 
coronagraph.


Carter + (2022)



Figure 1: Summary of Cycle 1 JWST WFS results, including dates up to 2023 July 13. Top panel:

WFS measurements and corrections over time. Individual WFS measurement results are shown
in blue, with green arrows indicating the occasional mirror corrections. The measurements are fit
to derive the correctable segment PTT modes at any given time (gray) and the change in PTT
modes per two day measurement period (orange). Lower left: Measured stability from the most
recent WFS as of this writing. Changes are almost unmeasurable for most segments, with a total of
only 2.3 nm RMS in PTT modes. This stability is typical of recent measurements. Lower middle:

Histogram of stability levels over one year. The observed median stability per 48 hours is 9.0 nm
RMS in total measured WFE (including measurement noise), and only 5.3 nm RMS in PTT modes.
Lower right: Cumulative drift corrected by mirror moves to maintain alignments. The relaxation
of the “wing” segments, outboard of the backplane hinge lines, has been the dominant e↵ect.
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JWST is more 
stable than 
requirements.

Frequency and 
amplitude of tilt 
events getting 
smaller.


Line of sight jitter 
more than 5 times 
better than 
requirements. 


Lajoie + (2023)



Rf PiUURU VXUface degUadaWiRQ fURP PicURPeWeRURidV, diVcXVVed beORZ.

Figure 4: High-level summary representation of JWST optical performance for 2.0 and 5.6 Ɛm. FoU
each conWUibXWion Wo ZaYefUonW eUUoU, WUiangleV UepUeVenW Whe UeTXiUed leYel, XV maUk Whe pUe-laXnch
opWical bXdgeW pUedicWed leYelV, and baUV indicaWe Whe meaVXUed peUfoUmance. All OpWical TeleVcope
ElemenW (OTE) YalXeV VhoZn aUe fUom on-oUbiW meaVXUemenWV. Science inVWUXmenW WFE YalXeV VhoZn aUe
foU W\pical ıeld poinWV (median SI image TXaliW\) in NIRCam and MIRI, aV meaVXUed on Whe gUoXnd dXUing
ISIM CV3 WeVWing. The coloUed lineV depicW Zhich WeUmV VXm WogeWheU; foU inVWance Whe OTE WoWal WFE iV
Whe RSS VXm of Whe OTE VWaWic WFE and OTE Wime-YaU\ing WFE. Shaded poUWionV of Whe baUV indicaWe Whe
delWa in peUfoUmance fUom Whe Ma\ 2022 micUomeWeoUoid VWUike on VegmenW C3.

4.3 SKDSH RI WKH SRLQW VSUHDG IXQFWLRQ

JWSTŖV he[agRQaO aSeUWXUe cUeaWeV a chaUacWeUiVWic diĳUacWiRQ SaWWeUQ iQ iWV SRiQW VSUead fXQcWiRQV, ZiWh
Vi[ VWURQgeU diĳUacWiRQ VSiNeV aW 60 degUee iQWeUYaOV cUeaWed b\ Whe VegPeQW aQd aSeUWXUe edgeV, SOXV WZR
faiQWeU hRUi]RQWaO VSiNeV cUeaWed b\ Whe YeUWicaO VecRQdaU\ PiUURU VXSSRUW. WhiOe WheVe diĳUacWiRQ VSiNeV
caQ be YiVXaOO\ dUaPaWic iQ iPageV Zhich aUe deeSO\ e[SRVed RU aUe SORWWed ZiWh ORg VWUeWcheV, iW iV Whe
caVe WhaW Whe PaMRUiW\ Rf OighW iV fRcXVed iQWR Whe PSF cRUe (W\SicaOO\ a66% ZiWhiQ Whe ıUVW AiU\ UiQg).

CRPSaUed WR Whe diĳUacWiRQ SaWWeUQV fURP ciUcXOaU aSeUWXUeV Zhich PaQ\ aVWURQRPeUV aUe PRUe faPiOiaU
ZiWh, VXch aV HXbbOe, Whe he[agRQaO geRPeWU\ Rf JWST cRQceQWUaWeV Zide-aQgOe diĳUacWed OighW PRUe
VWURQgO\ iQWR Whe diĳUacWiRQ VSiNeV, ZhiOe Whe aUeaV beWZeeQ WhRVe VSiNeV aUe UeOaWiYeO\ daUNeU. FRU bUighW
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JWST is more 
stable than 
requirements.

Frequency and 
amplitude of tilt 
events getting 
smaller.


Line of sight jitter 
more than 5 times 
better than 
requirements. 




What does it means for exoplanet 
observations?

JWST GTO 1194



With a more aggressive coronagraph - had we known 
about superb stability- more planets might be 
accessible. 

Robust coronagraph means 
sometimes working with only 
10% of the planet throughput 



California Legacy Survey II: Giant Planet Occurrence 5

Figure 2. Non-parametric occurrence rates for semi-major axes of 0.03–30 au for planets with minimum masses from 30–6000
M sin i, assuming uniform occurrence across ln(M sin i). The dashed blue line represents a planet count in each semi-major
axis bin without correcting for completeness; bold lines and dots show the maximum posterior values for the Poisson likelihood
model; vertical lines represent 15.9–84.1% confidence intervals (except for the last bin, which is not separated from zero and
shows 0–68.2%); and transparent steps show draws from the occurrence posterior. We see a clear enhancement around 1–10 au,
and a tentative falloff beyond that range.
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Figure 3. Our broken power law model, juxtaposed with
our non-parametric model and measurements from Fernan-
des et al. (2019) and Wittenmyer et al. (2020a). The trans-
parent curves represent draws from the broken power law
posterior. We find that the power law index beyond the
break is ⇠2.5�-separated from zero, implying an occurrence
falloff beyond the water-ice line. Cumming et al. (2008) per-
formed a power-law fit to the occurrence rates of planets or-
biting only within 3 au; the light dotted blue line represents
an extrapolation to wider separations.

more massive than 30 M� are 2–4 times more common

at orbital distances between 1–3 au relative to 0.1–0.3
au. Using our broken power law model, we find a median
power law slope inside the break of 0.72+0.16

�0.20, which is
2 � higher than the power law slope measured by Cum-
ming et al. (2008) (0.26±0.1). This difference is likely
caused by the single power law model being pulled to
lower values due to neglecting a flattening or turnover in
occurrence at long orbital periods since Cumming et al.
(2008) was limited to planets orbiting inside 3 au.

4.2. Distribution of giant planets beyond 3 au

Due to low completeness beyond our observational
baselines, our occurrence results beyond 10 au are highly
uncertain. However, we can estimate occurrence trends
with the broken power law model described in §3. Figure
3 shows the broken power law results juxtaposed with
the non-parametric results, and Figure 4 presents the
posteriors for the parametric model parameters. The
medians and 68th percentile credible intervals for the
broken power law model are listed in Table 1. Both
assume uniform occurrence across ln(M sin i). We find
that 99.4% of the posterior samples are consistent with
a plateauing or declining occurrence rate beyond a peak
around 3.6+2.0

�1.8 au. We find that the power law index be-
yond the peak is � = �0.86+0.41

�0.41. This suggests a much

California Legacy Survey II: Giant Planet Occurrence 9
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Figure 9. Occurrence rate comparison to direct imaging studies. Left : Frequency of cool, massive companions with the direct
imaging study of Biller et al. (2013). While they did not detect any planets in their survey they were able to put upper limits
on the frequency of companions using assumptions of either hot-start (COND) or cold-start (DUSTY) models for planetary
formation and infrared brightness. Right : Same as left, but compared with the results of Bowler et al. (2015) and Nielsen et al.
(2019) for the mass and separation limits specified in the x-axis label. The gray shading represents the 95% upper limit on
occurrence from Bowler et al. (2015).

Figure 10. Left: Occurrence rate comparison with the microlensing survey of Cassan et al. (2012). We plot the 1 � limits
from Cassan et al. (2012) as the shaded blue region. The occurrence rate posterior from this work is plotted in black. Right:
Occurrence rate comparison with the combined analysis of Clanton & Gaudi (2016). The occurrence rate posterior from this
work is plotted in black. The 1 � limits from Clanton & Gaudi (2016) are indicated by the shaded red region. Clanton & Gaudi
(2016) combine constraints from direct imaging, microlensing, and previous radial velocity studies.

to that study having a significantly better constrained
sample of M dwarfs, which would separate their stellar
sample from our broader FGKM sample. deletedMontet
et al. (2014) performed an RV survey of M dwarfs Endl
et al. (2006), Bonfils et al. (2013), and Montet et al.
(2014) performed independent RV surveys of M dwarfs
and all showed that M dwarfs have a significantly lower
giant planet occurrence rate than more massive stars.
This implies that a survey of M dwarfs should yield a
lower giant planet occurrence rate than a broad survey

of FGKM stars, and this is exactly what we see in our
comparison to Cassan et al. (2012).

5.5. Implications for planet formation

Cumming et al. (2008) first identified an enhancement
in the occurrence rate of giant planets beyond orbital
periods of ⇠300 days. We expect such enhancements
based on planetary migration models (Ida & Lin 2004).
The orbital period distribution in Cumming et al. (2008)
predicted a smooth rise in occurrence toward longer or-

Fulton + (2021)



Hab Worlds will be the first mission for which interface 
between coronagraph and observatory will be key to 
meet science requirements. 


Hab Worlds will be the second mission to fly Deformable 
Mirrors with a high contrast coronagraph (after Roman). 
Those mirrors can be used to maintain exoplanet 
detectability while telescope “alignment” varies.


We need to formalize this interplay between observatory 
stability, coronagraph masks and Deformable Mirrors. 



EMCCD design parameters baselined for ECLIPS. The total integration time is 60 hours split in 17 hours, 19
hours and 24 hours for the 600 nm, 700 nm and 800 nm channel, respectively. This total integration time, which
includes the observation with the two APLC masks and the two observatory rolls per channel, also includes
25% overheads to account for cosmic ray data losses. The wavelength dependence in the IWA and OWA can
be clearly seen: for the 600 nm channel, the wide angle masks can observe Jupiter only partially, while for the
800 nm channel Venus has been attenuated by the occulting mask. Earth is detected in each of the wavelength
channels with an SNR of 14, 12, and 9 at 600, 700, and 800 nm, respectively.

Finally, we combined the reduced coronagraph images from the three bandpasses from Fig. 15 to generate the
RGB composite shown in Fig. 16. The colors at the edge of the field of view illustrate the dependence of OWA
on wavelength. While this data simulation is preliminary and not based on a fully integrated structural-thermal-
optical performance (STOP) model, it gives us confidence that a mission like LUVOIR could detect exo-Earths
around nearby stars with high enough SNR to perform spectroscopy and characterize their atmospheres.

Figure 16. Simulated image of a twin Solar System at a distance of 12.5 pc observed through the LUVOIR-A ECLIPS

instrument. This RGB image is a composite of data acquired in two APLC masks (with respective working angles 3.5–

12 �/D and 7–27 �/D) in three bandpasses (red – 800 nm; green – 700 nm; blue – 600 nm) at two observatory roll

angles (27 degrees apart) over the course of 60 hours of total integration time. The coronagraph images were simulated

with a di↵raction model time series that includes 10 picometers of primary mirror segment jitter (random piston and

tip-tilt errors applied to each mirror segment), 0.2 mas residual line-of-sight pointing jitter, and a stellar diameter of 0.75

mas. The input astrophysical scene is a model of a ’modern’ Solar System inclined at 60 degrees, with an exozodiacal

debris disk. In this scene, the Earth-like planet is observed at quadrature, appearing as a blue dot at 1 AU projected

separation, to the right of the occulted star. Roll subtraction processing was used to remove starlight speckles from the

’raw’ co-added images. The residual structure of the exozodiacal disk – distorted by the roll subtraction – appears as a

horizontally-extended di↵use cloud.

6. CONCLUSIONS

In this paper we have presented the coronagraph designs envisioned for the LUVOIR-A and LUVOIR-B ECLIPS
instrument, an APLC and VVC, respectively, and evaluated their performance. Both designs o↵er similar
performance in terms of sensitivity to stellar angular size and wavefront errors.

We performed a systematic aberration sensitivity analysis, evaluating both global and segment-level wavefront
errors, for static and dynamic cases. By simulating the full high-order wavefront sensing and control loop, we
conclude that ECLIPS can compensate for static wavefront aberrations up to several nanometers due to segment

3URF��RI�63,(�9RO�������������������
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An example more 
relevant to Hab Worlds. 
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“preferential” directions (BL4, BL8, 4QPM, ODC, VNC, PSC). On the right, the peak throughput is shown,
assuming that the telescope orientation is optimal. The theoretical limit derived in §3.3 is shown in red.
The central source is assumed here to be monochromatic and infinitively small.

The coronagraph optimization problem can be
further restricted by fixing a 2D vector A(αp),
where αp is the planet off-axis position at which
the coronagraph’s throughput is to be maximized.
In this case, a change of coordinate system (rota-
tion) within the sub-space Ω can concentrate all
the planet flux within Ω on a single coefficient.
This change of coordinate system is a function of
αp, and aligns, within Ω, the 2D vector A(αp) with
one of the directions of the new coordinate system.
Physically this is equivalent to placing multiple
beam splitters and phase shifters to concentrate
all of the planet light within Ω in a single output
beam: this would be possible thanks to the fact
that planet light is fully coherent.

This norm-preserving coordinate change is itself
a unitary matrix which can be integrated within
U (by direct multiplication with the “old ” U), in
which case only a single column of this new U ma-
trix is now relevant to the problem: we denote C
this column (C is a vector). Since U is unitary,
||C|| = 1. In this new basis, |C • A(α)|2 is the
square absolute value of one of the coefficients of
the new vector B and is equal to the coronagraph
throughput at the sky position α: it is therefore
the quantity to be minimized for α = 0 and max-
imized for α = αp.

3.3.2. Coronagraphic throughput upper limit in
the ideal case.

We use in this section the new base described
at the end of the previous section, where the sub-
space Ω corresponds to a single coefficient of B. In
this “optimized coronagraphic projection”, the en-
ergy in this single coefficient is the useful through-
put of the coronagraph, as long as, within this
single “pixel”, the stellar flux is smaller than the
planet flux. Excluding all other coefficients of B,
we can now equivalently refer to the coronagraph
throughput or useful throughput.

We denote ε the on-axis coronagraph through-
put (no more than 10−10 for a system designed
to image ETPs in the visible) and A(0) the input
complex amplitude for an on-axis source. We note
that ε is a throughput, not a contrast, and should
therefore ideally be no more than 10−10 times the
coronagraph throughput for the planet. It is now
possible to design an ideal theoretical coronagraph
for detecting a source at the position αp by choos-
ing a complex vector C of norm 1 such that:

1. |C •A(0)|/|C •A(αp)| <
√
ε: this is the coro-

nagraphic “contrast” at position αp.

2. |C •A(αp)| is as large as possible: this is the
the square root of the coronagraph intensity

10

Sensitivity to exoplanets decreases once we take into 
account stellar angular size 

The number of options to pick from also decreases!

Guyon + (2006)



the requirement and provides ample margin against astrophysical and technological uncer-
tainties. The same code with the same astrophysical input assumptions was used to calculate 
exoplanet yields for the Habitable Exoplanet Observatory (HabEx) mission concept.

A summary of the set of stars observed also appears in Table 1-2 (details in Section 
3.4.1). The most favorable spectral types for detection of a habitable planet candidate are F, 
G, and K; significant numbers of M stars and a few A types are also observed. For the yield 
calculations, we adopted a fraction of Sun-like stars with habitable exoplanet candidates 
ηEarth = 0.24+0.46

–0.16  (Kopparapu et al. 2018). The expected yield of such exoplanets from a di-
rect imaging survey is proportional to ηEarth (Stark et al. 2015). Therefore, it is easy to scale 
expected yields using updated ηEarth values. A more complete discussion of how yields de-
pend on different astrophysical and hardware parameters appears in Appendix B.2.

Figure 1-7 shows that the expected yield of habitable planet candidates is a strong func-
tion of telescope diameter and changes with aperture geometry; these realities drove the 
design of the LUVOIR concepts. The inscribed diameter is the diameter of the largest cir-
cle completely contained within the telescope primary aperture; this is the parameter that 
has the single greatest impact on yields. The yields also depend on whether the aperture is 

Figure 1-7. Telescope size, aperture geometry, and coronagraph type all affect the expected detec-
tion yields of exoEarth candidates. On the x-axis, the inscribed diameter is the diameter of the largest 
circle completely contained within the telescope aperture. The green, red, and blue curves show 
yields for different combinations of telescope aperture geometry and coronagraph type, more fully 
explained in the main text. The yellow curve shows the yields for a single starshade paired with a 4-m 
telescope. Credit: Stark et al. (2019)
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EMCCD design parameters baselined for ECLIPS. The total integration time is 60 hours split in 17 hours, 19
hours and 24 hours for the 600 nm, 700 nm and 800 nm channel, respectively. This total integration time, which
includes the observation with the two APLC masks and the two observatory rolls per channel, also includes
25% overheads to account for cosmic ray data losses. The wavelength dependence in the IWA and OWA can
be clearly seen: for the 600 nm channel, the wide angle masks can observe Jupiter only partially, while for the
800 nm channel Venus has been attenuated by the occulting mask. Earth is detected in each of the wavelength
channels with an SNR of 14, 12, and 9 at 600, 700, and 800 nm, respectively.

Finally, we combined the reduced coronagraph images from the three bandpasses from Fig. 15 to generate the
RGB composite shown in Fig. 16. The colors at the edge of the field of view illustrate the dependence of OWA
on wavelength. While this data simulation is preliminary and not based on a fully integrated structural-thermal-
optical performance (STOP) model, it gives us confidence that a mission like LUVOIR could detect exo-Earths
around nearby stars with high enough SNR to perform spectroscopy and characterize their atmospheres.

Figure 16. Simulated image of a twin Solar System at a distance of 12.5 pc observed through the LUVOIR-A ECLIPS

instrument. This RGB image is a composite of data acquired in two APLC masks (with respective working angles 3.5–

12 �/D and 7–27 �/D) in three bandpasses (red – 800 nm; green – 700 nm; blue – 600 nm) at two observatory roll

angles (27 degrees apart) over the course of 60 hours of total integration time. The coronagraph images were simulated

with a di↵raction model time series that includes 10 picometers of primary mirror segment jitter (random piston and

tip-tilt errors applied to each mirror segment), 0.2 mas residual line-of-sight pointing jitter, and a stellar diameter of 0.75

mas. The input astrophysical scene is a model of a ’modern’ Solar System inclined at 60 degrees, with an exozodiacal

debris disk. In this scene, the Earth-like planet is observed at quadrature, appearing as a blue dot at 1 AU projected

separation, to the right of the occulted star. Roll subtraction processing was used to remove starlight speckles from the

’raw’ co-added images. The residual structure of the exozodiacal disk – distorted by the roll subtraction – appears as a

horizontally-extended di↵use cloud.

6. CONCLUSIONS

In this paper we have presented the coronagraph designs envisioned for the LUVOIR-A and LUVOIR-B ECLIPS
instrument, an APLC and VVC, respectively, and evaluated their performance. Both designs o↵er similar
performance in terms of sensitivity to stellar angular size and wavefront errors.

We performed a systematic aberration sensitivity analysis, evaluating both global and segment-level wavefront
errors, for static and dynamic cases. By simulating the full high-order wavefront sensing and control loop, we
conclude that ECLIPS can compensate for static wavefront aberrations up to several nanometers due to segment
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So how do we go about 
this? 



Figure 13. Contrast degradation due to di↵erent levels of segment drift (piston plus tip/tilt) for LUVOIR-A (left) and

LUVOIR-B (right), shown as intensity maps in units of contrast, and azimuthal standard deviation of the contrast

variation �Contrast.

Fig. 13 shows the final intensity map in units of contrast for two examples of segment drift and the azimuthal
standard deviation of various levels of drift, for LUVOIR-A (left) and LUVOIR-B (right). Observing the az-
imuthal standard deviation of the �Contrast, we can see that in order to maintain the contrast degradation
below 10�10 from 3.5 �/D onwards the wavefront error RMS should not surpass 10–15 pm.

One of the e↵ects of segment drift that can compromise observations is the fact that the speckles generated
in the dark zone due to these aberrations are quasi-static, and more complex post-processing techniques will
have to be used to correct for them. In contrast, we can see that this is not an issue in the case of segment jitter
shown in Fig. 12, because di↵erent speckle patterns are averaged and appear as a halo at the final intensity map,
shown there as �Contrast.

5. SIMULATED OBSERVATIONS

To simulate the observational capabilities of the LUVOIR-A APLC coronagraph, we use a Haystacks model of
the “modern” Solar System as a test scene.22 Haystacks models encode time-dependent positions and orbital
phases of a given planet system architecture, with wavelength-dependent albedos, scattered light from debris
structures, and background stars and galaxies. These public Solar System scene models‡ are stored in the form
of FITS cubes containing high-resolution spatial and spectral data from 0.3 to 2.5 um.

For the simulation shown in this section, we combine two LUVOIR-A APLC masks, labeled respectively
narrow- and wide-angle, with respective dark zones 3.5–12 �/D and 6.7–26.9 �/D, and respective bandpasses
of 10% and 18%. We place our twin Solar System at a distance of 12.5 parsecs, and image the system in three
bandpasses centered at 600nm, 700nm and 800nm. At this distance, the LUVOIR-A APLC narrow angle mask
has an inner working angle of 0.4 AU projected separation from the star at a wavelength of 600 nm. Therefore,
this observing mode can easily detect the Venus analog, as shown in Fig. 14. The outer working angle of the wide-
angle mask simulated here translates to 3.2 AU projected separation. With this Haystack scene’s combination of
observing epoch and inclination angle (60 degrees), the Jupiter analog is situated near the edge of the wide-angle
dark zone.

One of the essential intermediate steps in the construction of the coronagraph scene is to convolve the
Haystacks irradiance distribution with the field-dependent coronagraph PSF. Fig. 14 (right) shows an example
for the narrow-angle mask, where the star has been removed, so that all of the intensity is due to the planets
and circumstellar debris. The PSF-convolved coronagraph image is represented here in units of photon count
rate on the detector, and does not include any noise. The scattered light from the debris model appears as an
extended, di↵use source concentrated near the edge of the APLC occulting spot.

‡https://asd.gsfc.nasa.gov/projects/haystacks
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The linear sensitivities for Ref. 1 Nemati can then simply be written in terms of our fundamental 
parameters as: 
 
8 = ./

.0   = 92α Λ 4/,:. [4] 
 
In the body of the paper we convert the linear sensitivities in Table 1 and Table 2 into quadratic 
sensitivities Λ using Eq. [4], with )) = 1 × 10'() and /, = 4 × 10'(( as in Ref. 1 Nemati.  
 
 
A.2 Open loop case 
 
When conducting high contrast imaging observations, we need Δ) to be stable enough so that 
images can be calibrated using post-processing algorithms so planets are revealed with a 
sufficient signal-to-noise ratio (SNR). In order to translate our sensitivities into stability 
requirements, we need to define key timescales. In the absence of WFS&C, the main timescale is 
the length of our observations. Here we assume that it is driven by the photon noise on the static 
starlight pedestal set by the raw contrast. Under this assumption the signal to noise of the planet 
is given by: 
 
(</>)1 ∼ 2!3"̇5#

63"̇5#/$
= (

74>8̇@9/, [5] 
 
where @9 is the long timescale associated with a science exposure time, and >8̇ is the stellar 
photon flux incident to the instrument. Under this scenario, the shortest possible science 
exposure time necessary to beat the photon noise associated with the static contrast scales as: 
 
@9 ∼ (</>)1+ 7%

3"̇2!
. [6] 

 
When the signal to noise of the planet is limited by the residuals from the image 
subtraction, we define the signal to noise of the planet as the quotient of the astrophysical 
flux ratio over the  change in contrast:  
 
(</>)1 ∼ 2!

.:×(+7	>	62!)
 [7] 

 
 
This yields largest possible wavefront variation Δ-.  Dividing this quantity by @9 finally results 
into the following  analytical scaling law for the “open loop”(e.g. no WFS&C) stability 
requirements: 
 

A@9 = (
(8/3)&'

3"̇2!
'/%

+7'>  [8] 
 
A.3 Closed loop case Desired planet SNR

Planet to star flux 
ratioStellar flux

Raw contrast 
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~
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In the presence of a WFS&C operated in closed-loop mode, the stability timescale shortens 
significantly as the observatory wavefront only needs to remain stable over the course a WFS 
exposure. Assuming that the sensing error is driven by shot noise, we can follow the presentation 
by Guyon, and the SNR in the wavefront sensor can be written as: 
 
<>&B28 = :

C4>8̇BD [9] 
 
where β is the wavefront sensing efficiency, which depends on the WFS architecture. In 
principle, β >1 for any non-ideal wavefront sensor operating in the same spectral band as the 
science observations. The sensing error is given by E:: =

(
83,)*"

 . We impose that the contrast 
contribution of the sensing error for each mode to be smaller than the desired astrophysical flux 
ratio: (</>)1	(Λ	D-)+ < /, . Equating the constraints on the desired science SNR with the 
above definition of the sensing SNR we find: 
 
E:
: =

C
:63"̇$+

= 62!
:>6(8/3)&		

 [10] 
 
which yields the following WFS&C timescale:  
BD ∼ (

(8/3)&
C%>%
3"̇2!

  [11] 
 
and, using Eq. [6] again, the closed loop wavefront stability requirement: 
 

A/9 = (
(8/3)&%

3"̇2!
'/%

+C%7>'. [12] 
  
  Sensing efficiency 

Scaling laws for stability  
requirements in closed loop

~

Pueyo + (2022), Pogoreluyk +(2022)
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Fig. 10  Gain associated with wavefront sensing and control for segment level modes. As in Fig. 8 panels dark 
blue indicates open loop requirements and light blue the extra relief in stability associated with closed loop 
wavefront sensing and control. The left column highlights the differences between the sensitivities in Table 1 (blue 
hexagons on Fig. 7) and Table 2 (cyan hexagons on Fig.7): even the most sensitive segments in the LUVOIR A 
design – e.g the inner ones- have looser open and closed loop requirements than in the case of the design used by 
[1] Nemati. This is of course even more dramatic in case of the outer segments of the LUVOIR-A  coronagraph 
scaled to 6 m aperture (top right panel). In all configurations operating in closed loop relaxes requirements, for 
most modes on a 6 meters aperture, by a factor of 10. The bottom right panel highlights improvements associated 
with larger aperture size (15 m) for which all modes have requirements looser than 100 pm/min to the exception of  
inner segments’ piston (30 pm/min). Error budget allocations can be optimized for this isolated pathological mode 
(see text). 
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Fig. 10  Gain associated with wavefront sensing and control for segment level modes. As in Fig. 8 panels dark 
blue indicates open loop requirements and light blue the extra relief in stability associated with closed loop 
wavefront sensing and control. The left column highlights the differences between the sensitivities in Table 1 (blue 
hexagons on Fig. 7) and Table 2 (cyan hexagons on Fig.7): even the most sensitive segments in the LUVOIR A 
design – e.g the inner ones- have looser open and closed loop requirements than in the case of the design used by 
[1] Nemati. This is of course even more dramatic in case of the outer segments of the LUVOIR-A  coronagraph 
scaled to 6 m aperture (top right panel). In all configurations operating in closed loop relaxes requirements, for 
most modes on a 6 meters aperture, by a factor of 10. The bottom right panel highlights improvements associated 
with larger aperture size (15 m) for which all modes have requirements looser than 100 pm/min to the exception of  
inner segments’ piston (30 pm/min). Error budget allocations can be optimized for this isolated pathological mode 
(see text). 
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EMCCD design parameters baselined for ECLIPS. The total integration time is 60 hours split in 17 hours, 19
hours and 24 hours for the 600 nm, 700 nm and 800 nm channel, respectively. This total integration time, which
includes the observation with the two APLC masks and the two observatory rolls per channel, also includes
25% overheads to account for cosmic ray data losses. The wavelength dependence in the IWA and OWA can
be clearly seen: for the 600 nm channel, the wide angle masks can observe Jupiter only partially, while for the
800 nm channel Venus has been attenuated by the occulting mask. Earth is detected in each of the wavelength
channels with an SNR of 14, 12, and 9 at 600, 700, and 800 nm, respectively.

Finally, we combined the reduced coronagraph images from the three bandpasses from Fig. 15 to generate the
RGB composite shown in Fig. 16. The colors at the edge of the field of view illustrate the dependence of OWA
on wavelength. While this data simulation is preliminary and not based on a fully integrated structural-thermal-
optical performance (STOP) model, it gives us confidence that a mission like LUVOIR could detect exo-Earths
around nearby stars with high enough SNR to perform spectroscopy and characterize their atmospheres.

Figure 16. Simulated image of a twin Solar System at a distance of 12.5 pc observed through the LUVOIR-A ECLIPS

instrument. This RGB image is a composite of data acquired in two APLC masks (with respective working angles 3.5–

12 �/D and 7–27 �/D) in three bandpasses (red – 800 nm; green – 700 nm; blue – 600 nm) at two observatory roll

angles (27 degrees apart) over the course of 60 hours of total integration time. The coronagraph images were simulated

with a di↵raction model time series that includes 10 picometers of primary mirror segment jitter (random piston and

tip-tilt errors applied to each mirror segment), 0.2 mas residual line-of-sight pointing jitter, and a stellar diameter of 0.75

mas. The input astrophysical scene is a model of a ’modern’ Solar System inclined at 60 degrees, with an exozodiacal

debris disk. In this scene, the Earth-like planet is observed at quadrature, appearing as a blue dot at 1 AU projected

separation, to the right of the occulted star. Roll subtraction processing was used to remove starlight speckles from the

’raw’ co-added images. The residual structure of the exozodiacal disk – distorted by the roll subtraction – appears as a

horizontally-extended di↵use cloud.

6. CONCLUSIONS

In this paper we have presented the coronagraph designs envisioned for the LUVOIR-A and LUVOIR-B ECLIPS
instrument, an APLC and VVC, respectively, and evaluated their performance. Both designs o↵er similar
performance in terms of sensitivity to stellar angular size and wavefront errors.

We performed a systematic aberration sensitivity analysis, evaluating both global and segment-level wavefront
errors, for static and dynamic cases. By simulating the full high-order wavefront sensing and control loop, we
conclude that ECLIPS can compensate for static wavefront aberrations up to several nanometers due to segment
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Context Methods Results Conclusion

LUVOIR A limits with no detector noise

Low order Zernikes, batch estimator (see talks by E. Por and R. Pourcelot)
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LUVOIR A limits with no detector noise

Low order Zernikes, batch estimator (see talks by E. Por and R. Pourcelot)
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Batch WFS
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LUVOIR A limits with no detector noise

Segment level Zernikes Z0 to Z7
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Representation of segment level errors

Context Methods Results Conclusion

Realistic deformations of segments, see talk by A. Sahoo

We find that  thermal drifts requirements are of ~5 mK over 
timescales of 10s of seconds to minutes (depending on architecture)

Sahoo + (2022)
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LUVOIR A limits with no detector noise

Segment level piston, recursive estimator (see talk by S. Redmond)
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Main takeaway from initial - albeit very incomplete- 
analysis: 

The scaling factor in front of requirement equation 
depends on 

1) wavefront sensing architecture

2) coronagraph robustness

3) telescope geometry (e.g. number of segments)




EMCCD design parameters baselined for ECLIPS. The total integration time is 60 hours split in 17 hours, 19
hours and 24 hours for the 600 nm, 700 nm and 800 nm channel, respectively. This total integration time, which
includes the observation with the two APLC masks and the two observatory rolls per channel, also includes
25% overheads to account for cosmic ray data losses. The wavelength dependence in the IWA and OWA can
be clearly seen: for the 600 nm channel, the wide angle masks can observe Jupiter only partially, while for the
800 nm channel Venus has been attenuated by the occulting mask. Earth is detected in each of the wavelength
channels with an SNR of 14, 12, and 9 at 600, 700, and 800 nm, respectively.

Finally, we combined the reduced coronagraph images from the three bandpasses from Fig. 15 to generate the
RGB composite shown in Fig. 16. The colors at the edge of the field of view illustrate the dependence of OWA
on wavelength. While this data simulation is preliminary and not based on a fully integrated structural-thermal-
optical performance (STOP) model, it gives us confidence that a mission like LUVOIR could detect exo-Earths
around nearby stars with high enough SNR to perform spectroscopy and characterize their atmospheres.

Figure 16. Simulated image of a twin Solar System at a distance of 12.5 pc observed through the LUVOIR-A ECLIPS

instrument. This RGB image is a composite of data acquired in two APLC masks (with respective working angles 3.5–

12 �/D and 7–27 �/D) in three bandpasses (red – 800 nm; green – 700 nm; blue – 600 nm) at two observatory roll

angles (27 degrees apart) over the course of 60 hours of total integration time. The coronagraph images were simulated

with a di↵raction model time series that includes 10 picometers of primary mirror segment jitter (random piston and

tip-tilt errors applied to each mirror segment), 0.2 mas residual line-of-sight pointing jitter, and a stellar diameter of 0.75

mas. The input astrophysical scene is a model of a ’modern’ Solar System inclined at 60 degrees, with an exozodiacal

debris disk. In this scene, the Earth-like planet is observed at quadrature, appearing as a blue dot at 1 AU projected

separation, to the right of the occulted star. Roll subtraction processing was used to remove starlight speckles from the

’raw’ co-added images. The residual structure of the exozodiacal disk – distorted by the roll subtraction – appears as a

horizontally-extended di↵use cloud.

6. CONCLUSIONS

In this paper we have presented the coronagraph designs envisioned for the LUVOIR-A and LUVOIR-B ECLIPS
instrument, an APLC and VVC, respectively, and evaluated their performance. Both designs o↵er similar
performance in terms of sensitivity to stellar angular size and wavefront errors.

We performed a systematic aberration sensitivity analysis, evaluating both global and segment-level wavefront
errors, for static and dynamic cases. By simulating the full high-order wavefront sensing and control loop, we
conclude that ECLIPS can compensate for static wavefront aberrations up to several nanometers due to segment
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Next we will have to 
verify these calculation 
with laboratory data.  



Static contrast (broadband) 

Figure 8. The focal plane mask mount was recently upgraded with a kinematic mount to easily swap between a circular
FPM for CLC/APLC operations with a reflective knife edge (top left) for PAPLC operations. This coronagraph does not
require any amplitude mask, but uses both Boston DMs to perform phase apodization. This apodizes the PSF falling on
the knife-edge FPM (top right) to suppress the stellar light in the science camera image (bottom) to reach an IWA of
about 2.3�/Dpup albeit in a half field of view. Raw average contrast reaches 2 ⇥ 10�8 from 2-13 �/Dpup, and 8 ⇥ 10�9

from 5-13 �/Dpup.

PAPLC: monochromatic 2e-8 (2-13 lambda/D), 8e-9 (5-13 lambda/D) Por + (2022)



Figure 12. Dark hole time evolution with low-order drifts on the Boston DMs and stabilization by Zernike LOWFS. A
random walk wavefront error is applied to the continuous Boston DMs under the form of random combination of the
first ten Zernike modes. The perturbations are added every 2 seconds and represent on average 1.5 nm RMS. The total
experiment runs for 30 min and the LOWFS allows to stabilize the contrast at about 3 ⇥ 10�8, even after open-loop
drift reaches about 2 ⇥ 10�7. This experiment was performed with the smaller dark zone (larger IWA) and the older
infrastructure, and with closed enclosure.27

Pourcelot + (2022)

Correction of Global modes



allows some of the drift to leak through. We are also still taking open loop images relatively frequently which
degrades the performance. Another note is that since the we are near the resolution of IrisAO, its behaviour is
not accurately depicted by the process noise covariance matrix (Eq. (18)) which may add to the drift leakage.

Figure 5: BMCs and IrisAO PTT drift. The mean contrast of the dark zone is shown in magenta with the mean
and standard deviation of the magenta curve shown by the dotted and dashed black lines respectively. The cyan
x’s mark the mean contrast in the dark zone for the open loop DM command. The open loop mean contrast
degrades by a factor of 9.25 while the closed loop mean contrast remains at the initial value of 5.9× 10−8 within
a standard deviation of 1.1× 10−8.

4. CONCLUSIONS AND FUTURE WORK.

Future space missions will need a reliable method for dealing with quasi-static high-order WFE drifts. In this
paper we demonstrate the DZM capabilities in a variety of situations. In order to do spectroscopy on directly
observed exoplanets, the contrast must be consistent over a wide wavelength range. In Sec. 3.2 we use DZM
to correct for BMC random walk drift at a rate of σdrift = 30 pm/iter and maintain the contrast of a 20 nm
band at 7.0× 10−7 for 8.5 hrs. We also provide the wavelength-dependant statistics for the temporally averaged
dark zone demonstrating that the closed-loop contrast is uniformly maintained. Large segmented aperture
telescopes introduce new challenges that HiCAT aims to address. Using the IrisAO, we demonstrate the ability
to maintain a contrast of 2.5× 10−8 in the presence of a PTT random walk drift with a rate of σP = 5 pm/iter
and σTt = 5 nrad/iter. Space telescopes will have multiple drift sources with different temporal and spatial
frequencies. To represent this effect, Sec. 3.4 shows the results for an experiment where the BMC DMs drift at a
rate of σdrift = 10 pm/iter and the IrisAO drifts at a rate of σP = 0.8 pm/iter, σTt = 0.8 nrad/iter. The closed
loop contrast is maintained at 5.9× 10−8.

In the Sections 3.3 and 3.4 we see the drift leaking into the closed loop electric field because the EFC
Tikhonov parameter is too large. At the 10−8 level we also see a performance degradation due to the open loop
images which require a large change in the BMC DM command. Section 3.3 also shows a potential sensitivity
to sub-percent changes in the humidity when at 2.5 × 10−8. Future work will address these issues by spending
more time tuning the controller, reducing the number of open loop images taken, and performing a humidity
sensitivity study at a range of contrasts. In addition, we plan on determining the maximum allowable IrisAO
drift and relating that to the LUVOIR stability requirements. The HiCAT broadband source will be upgraded
in late 2021 at which point we will perform broadband DZM on a wider wavelength band. For the broadband
DZM, we also plan on investigating the broadband EFC method outlined in Give’on et al. 200729 to replace the
average EFC method currently used.
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Correction of high order errors with low photon counts

Figure 2: Conversion from high SNR HiCAT image (left) to low SNR image for EKF (right). The left panel
shows the log of the initial image (un-binned) obtained from HiCAT (IHiCAT ). There is definite structure to
the speckles and the maximum intensity in the dark zone is on the order of 107 counts. In the right panel we
have Ilsnr which is the result of passing IHiCAT through the low SNR conversion process. There is still some
structure to the speckles but it is drastically reduced and the peak intensity in the dark zone is 48 photons. The
exposure time used for the right panel is 39 s.

3. HICAT RESULTS

In this section, we present the initial results of low SNR DZM on HiCAT; the parameters used for this experiment
are summarized in Table 2. Both BMC DMs inject high-spatial-frequency drifts via a random walk of each
actuator with �2

drift
= 400 pm2/iter and the dither is chosen to be �dither = 250 pm. The counts to photons

conversion parameter is found to be � = 9.2⇥ 10�7 when we choose F = 15⇥ 106 ph/s. The exposure time used
to generate Ilsnr is chosen to be the same as the exposure time for 47 UMa used in Observing Scenario 11.11

This is a monochromatic experiment at 638 nm using an annular dark zone of extent 5.8–9.8 �/Dlyot. The mean
dark-zone contrast is defined as the mean of the contrast values within the dark zone.

Table 2: Experiment parameters used. Note that tHiCAT is the exposure time used to obtain the initial image
and t is the exposure time used to determine the noise injected into the image as discussed in Sec. 2.2. For this
experiment, t is taken to be the exposure time used in Observing Scenario 1111 for for 47 UMa.

Parameter Value Units
�dither 250 pm
�2
drift

400 pm2/iter
F 15⇥ 106 photons/s
� 0.92
tHiCAT 0.01 s
t 39 s
µI 0.005 e-/s
�rn 2 e-
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Figure 3: Mean dark-zone contrast against time for low SNR DZM experiment on HiCAT. Note that the mean
dark-zone contrast plotted here is calculated using the high SNR IHiCAT images and is thus the true contrast.
The closed-loop contrast (solid magenta) is maintained at 5.3 ⇥ 10�8 (dotted black line) within a standard
deviation of 6.4 ⇥ 10�9 (dashed black line) for the duration of the experiment. The open-loop contrast (cyan
crosses) diverges to 1.1 ⇥ 10�6 by the final iteration. Note that the time axis for this plot uses assumes an
iteration time of t = 39 s.

Figure 3 shows the mean closed-loop contrast of the dark-zone region in magenta for the duration of the
experiment (3500 iterations). The iteration time is set to titer = t = 39 s for Fig. 3 as the exposure time on
RST or LUVOIR will be the lower limit on the iteration time. We use the high SNR HiCAT images (IHiCAT )
described in Sec. 2.2 to calculate the mean dark-zone contrast to ensure it is the true contrast and not artificially
high due to noise. The open-loop contrast (cyan crosses) diverges to 1.1 ⇥ 10�6 by the final iteration at which
point the BMC DM drift command for each DM has a root-mean-square of 1.26 nm and a peak-to-valley of
8.39 nm. The dotted and dashed black lines show the mean and standard deviation of the magenta curve (mean
closed-loop dark-zone contrast) respectively for the duration of the experiment. The mean dark-zone contrast is
held at 5.3⇥ 10�8 within a standard deviation of 6.4⇥ 10�9.

As seen in the magenta curve in Fig. 3, the mean and standard deviation vary with time. From 0–12 hrs,
the mean is relatively constant but the standard deviation is rather large. After 12 hrs, the standard deviation
decreases but the mean has a positive slope. This is due to temperature and humidity instabilities in the lab due
to issues with the HVAC system, which caused small low-order drifts (mostly tip-tilt). This tip-tilt drift is not
modelled or captured by the EKF and thus slightly degrades the DZM performance. The humidity instability has
been improved since these data were taken and, in addition, HiCAT now has an improved software architecture
that allows faster control loops by one order of magnitude and running low order corrections in parallel with
DZM as discussed in Soummer et al. 2022.6 We expect significant gains in contrast as well as the inner working
angle (IWA) in future experiments.
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EMCCD design parameters baselined for ECLIPS. The total integration time is 60 hours split in 17 hours, 19
hours and 24 hours for the 600 nm, 700 nm and 800 nm channel, respectively. This total integration time, which
includes the observation with the two APLC masks and the two observatory rolls per channel, also includes
25% overheads to account for cosmic ray data losses. The wavelength dependence in the IWA and OWA can
be clearly seen: for the 600 nm channel, the wide angle masks can observe Jupiter only partially, while for the
800 nm channel Venus has been attenuated by the occulting mask. Earth is detected in each of the wavelength
channels with an SNR of 14, 12, and 9 at 600, 700, and 800 nm, respectively.

Finally, we combined the reduced coronagraph images from the three bandpasses from Fig. 15 to generate the
RGB composite shown in Fig. 16. The colors at the edge of the field of view illustrate the dependence of OWA
on wavelength. While this data simulation is preliminary and not based on a fully integrated structural-thermal-
optical performance (STOP) model, it gives us confidence that a mission like LUVOIR could detect exo-Earths
around nearby stars with high enough SNR to perform spectroscopy and characterize their atmospheres.

Figure 16. Simulated image of a twin Solar System at a distance of 12.5 pc observed through the LUVOIR-A ECLIPS

instrument. This RGB image is a composite of data acquired in two APLC masks (with respective working angles 3.5–

12 �/D and 7–27 �/D) in three bandpasses (red – 800 nm; green – 700 nm; blue – 600 nm) at two observatory roll

angles (27 degrees apart) over the course of 60 hours of total integration time. The coronagraph images were simulated

with a di↵raction model time series that includes 10 picometers of primary mirror segment jitter (random piston and

tip-tilt errors applied to each mirror segment), 0.2 mas residual line-of-sight pointing jitter, and a stellar diameter of 0.75

mas. The input astrophysical scene is a model of a ’modern’ Solar System inclined at 60 degrees, with an exozodiacal

debris disk. In this scene, the Earth-like planet is observed at quadrature, appearing as a blue dot at 1 AU projected

separation, to the right of the occulted star. Roll subtraction processing was used to remove starlight speckles from the

’raw’ co-added images. The residual structure of the exozodiacal disk – distorted by the roll subtraction – appears as a

horizontally-extended di↵use cloud.

6. CONCLUSIONS

In this paper we have presented the coronagraph designs envisioned for the LUVOIR-A and LUVOIR-B ECLIPS
instrument, an APLC and VVC, respectively, and evaluated their performance. Both designs o↵er similar
performance in terms of sensitivity to stellar angular size and wavefront errors.

We performed a systematic aberration sensitivity analysis, evaluating both global and segment-level wavefront
errors, for static and dynamic cases. By simulating the full high-order wavefront sensing and control loop, we
conclude that ECLIPS can compensate for static wavefront aberrations up to several nanometers due to segment
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Conclusion 



The scaling factor in front of requirement equation 
depends on 

1) wavefront sensing architecture

2) coronagraph robustness, this impacts yield! 
3) telescope geometry (eg number of segments)


We need to develop a technology maturation plan 
that will:  
1) Measure coronagraph robustness and validate 

models in open loop (this might be hard).

2) And/or verify if closed loop performances match 

model predictions.





