
ExEP Technology colloquium  
09/27/2022 

Architecture trades to optimize 
wavefront stability requirements 
for exoplanet imaging in space
Laurent Pueyo, Leonid Pogorelyuk, Iva Laginja, Remi Soummer, Ananya 
Sahoo, Emiel Por, Kerri Cahoy, Laura Coyle, Scott Knight



Statement of the problem 



EMCCD design parameters baselined for ECLIPS. The total integration time is 60 hours split in 17 hours, 19
hours and 24 hours for the 600 nm, 700 nm and 800 nm channel, respectively. This total integration time, which
includes the observation with the two APLC masks and the two observatory rolls per channel, also includes
25% overheads to account for cosmic ray data losses. The wavelength dependence in the IWA and OWA can
be clearly seen: for the 600 nm channel, the wide angle masks can observe Jupiter only partially, while for the
800 nm channel Venus has been attenuated by the occulting mask. Earth is detected in each of the wavelength
channels with an SNR of 14, 12, and 9 at 600, 700, and 800 nm, respectively.

Finally, we combined the reduced coronagraph images from the three bandpasses from Fig. 15 to generate the
RGB composite shown in Fig. 16. The colors at the edge of the field of view illustrate the dependence of OWA
on wavelength. While this data simulation is preliminary and not based on a fully integrated structural-thermal-
optical performance (STOP) model, it gives us confidence that a mission like LUVOIR could detect exo-Earths
around nearby stars with high enough SNR to perform spectroscopy and characterize their atmospheres.

Figure 16. Simulated image of a twin Solar System at a distance of 12.5 pc observed through the LUVOIR-A ECLIPS

instrument. This RGB image is a composite of data acquired in two APLC masks (with respective working angles 3.5–

12 �/D and 7–27 �/D) in three bandpasses (red – 800 nm; green – 700 nm; blue – 600 nm) at two observatory roll

angles (27 degrees apart) over the course of 60 hours of total integration time. The coronagraph images were simulated

with a di↵raction model time series that includes 10 picometers of primary mirror segment jitter (random piston and

tip-tilt errors applied to each mirror segment), 0.2 mas residual line-of-sight pointing jitter, and a stellar diameter of 0.75

mas. The input astrophysical scene is a model of a ’modern’ Solar System inclined at 60 degrees, with an exozodiacal

debris disk. In this scene, the Earth-like planet is observed at quadrature, appearing as a blue dot at 1 AU projected

separation, to the right of the occulted star. Roll subtraction processing was used to remove starlight speckles from the

’raw’ co-added images. The residual structure of the exozodiacal disk – distorted by the roll subtraction – appears as a

horizontally-extended di↵use cloud.

6. CONCLUSIONS

In this paper we have presented the coronagraph designs envisioned for the LUVOIR-A and LUVOIR-B ECLIPS
instrument, an APLC and VVC, respectively, and evaluated their performance. Both designs o↵er similar
performance in terms of sensitivity to stellar angular size and wavefront errors.

We performed a systematic aberration sensitivity analysis, evaluating both global and segment-level wavefront
errors, for static and dynamic cases. By simulating the full high-order wavefront sensing and control loop, we
conclude that ECLIPS can compensate for static wavefront aberrations up to several nanometers due to segment
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We can design 
coronagraph masks that 
will make these images.   

How do we keep the 
optics stable enough so 
the contrast does not 
change during science 
exposures?

Figure 13. Contrast degradation due to di↵erent levels of segment drift (piston plus tip/tilt) for LUVOIR-A (left) and

LUVOIR-B (right), shown as intensity maps in units of contrast, and azimuthal standard deviation of the contrast

variation �Contrast.

Fig. 13 shows the final intensity map in units of contrast for two examples of segment drift and the azimuthal
standard deviation of various levels of drift, for LUVOIR-A (left) and LUVOIR-B (right). Observing the az-
imuthal standard deviation of the �Contrast, we can see that in order to maintain the contrast degradation
below 10�10 from 3.5 �/D onwards the wavefront error RMS should not surpass 10–15 pm.

One of the e↵ects of segment drift that can compromise observations is the fact that the speckles generated
in the dark zone due to these aberrations are quasi-static, and more complex post-processing techniques will
have to be used to correct for them. In contrast, we can see that this is not an issue in the case of segment jitter
shown in Fig. 12, because di↵erent speckle patterns are averaged and appear as a halo at the final intensity map,
shown there as �Contrast.

5. SIMULATED OBSERVATIONS

To simulate the observational capabilities of the LUVOIR-A APLC coronagraph, we use a Haystacks model of
the “modern” Solar System as a test scene.22 Haystacks models encode time-dependent positions and orbital
phases of a given planet system architecture, with wavelength-dependent albedos, scattered light from debris
structures, and background stars and galaxies. These public Solar System scene models‡ are stored in the form
of FITS cubes containing high-resolution spatial and spectral data from 0.3 to 2.5 um.

For the simulation shown in this section, we combine two LUVOIR-A APLC masks, labeled respectively
narrow- and wide-angle, with respective dark zones 3.5–12 �/D and 6.7–26.9 �/D, and respective bandpasses
of 10% and 18%. We place our twin Solar System at a distance of 12.5 parsecs, and image the system in three
bandpasses centered at 600nm, 700nm and 800nm. At this distance, the LUVOIR-A APLC narrow angle mask
has an inner working angle of 0.4 AU projected separation from the star at a wavelength of 600 nm. Therefore,
this observing mode can easily detect the Venus analog, as shown in Fig. 14. The outer working angle of the wide-
angle mask simulated here translates to 3.2 AU projected separation. With this Haystack scene’s combination of
observing epoch and inclination angle (60 degrees), the Jupiter analog is situated near the edge of the wide-angle
dark zone.

One of the essential intermediate steps in the construction of the coronagraph scene is to convolve the
Haystacks irradiance distribution with the field-dependent coronagraph PSF. Fig. 14 (right) shows an example
for the narrow-angle mask, where the star has been removed, so that all of the intensity is due to the planets
and circumstellar debris. The PSF-convolved coronagraph image is represented here in units of photon count
rate on the detector, and does not include any noise. The scattered light from the debris model appears as an
extended, di↵use source concentrated near the edge of the APLC occulting spot.

‡https://asd.gsfc.nasa.gov/projects/haystacks
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Juanola-Parramon et al. (2019)~10 pm during an exposure
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Why is stability challenging?
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Spatial regimes for wavefront (sensitivity for 4⇥10�11 change in contrast)

LO modes: global Zernike polynomials across the entire aperture (⇠ 1 nm).

MID modes: segment level deformations Zernike polynomials across the entire
aperture (⇠ 10 pm).

HI modes: global ripples polynomials across the entire aperture (⇠ 1 pm).

Why wavefront control/maintenance?

Shorten the time scales of wavefront drifts from a science 
exposure time (~10 hours) to a wavefront sensing exposure 
time (minutes, seconds, milliseconds?).

Artist rendition of Redmond et al. (2022)



Zeroth order analysis of gain associated with WF Maintenance

Maintenance Gain = Sensor efficiency / (raw contrast * coronagraph 
sensitivity)
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Coronagraphs robust at the segment level: Leboulleux et al. (2022)

Pueyo, Juanola-Parramon et al. (2022)



- we assume that the instrument 
Wavefront Sensing and Control 
can reject some of the 
observatory disturbances.


- what is left has to be corrected 
actively or passively at the 
observatory level.

Modes controlled by 
instruments' WFS&C

LO:
Global misalignments,

Secondary motion

HI:
Polishing, 
beam walk

MID:
Segment misalignments, 
backplane printhrough

Log(frequency) in Hz

PSD

PSD

1/Texp Fmax
PSD

1/Texp Fmax

Disturbance
before DMs 

Temporal 
response of 
AO/WFS&C 

Log(frequency) in Hz

Log(frequency) in Hz

Wavefront 
residual for 
each mode

 AO/WFS&C  residuals  

Spatial domain

Temporal domain

x 

= 

x 

= 

Unobservable Residuals
Damped either in open loop (thermal/
structural stability) or using telescope 

metrology

Unobservable 
frequencies (not 
enough photons)

Delta Piston for Delta Contrast 10-11

Can be reduced using optimized WFS 
architectures, predictive control 

This talk: what is required from 
observatory if we have WFS&C ?

Towards a more sophisticated 
approach
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Continuous wavefront sensing and control: theory

Main goal

Contrast is driven by closed loop wavefront eCL. We need to tie together eCL to the
open loop drifts, e.
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Sending with dedicated WFS, non-common path, fast cadence LOWFS or MIDWFS

Towards a more sophisticated approach
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Main goal

Contrast is driven by closed loop wavefront eCL. We need to tie together eCL to the
open loop drifts, e.
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Towards a more sophisticated approach
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Spatial basis set: theory

PASTIS

For any basis set for e, the contrast change
integrated over the Dark Hole is given by:

�C = tr
⇣
GGTQ

⌘
(8)

We build G numerically by poking each
mode in the basis set.

We pick �C = 10�11

We invert Eq. 8 assuming the modes are
uncorrelated to derive the open loop
variance Q

pm pm pm

Figure 13. Top: The three baseline apodizer designs for LUVOIR-A, a narrow-angle (left), medium-angle (middle)
and wide-angle (right) mask (details see Sec. 5). Bottom: Segment tolerance maps for narrow-angle (left), medium-
angle (middle) and wide-angle (right) APLC designs on LUVOIR-A for a target contrast of ct = 10�10, at a wavelength
of 500 nm. All three tolerance maps are shown on the same scale. Note how each segment value denotes the standard
deviation of a zero-mean normal distribution from which the segment aberrations in WFE RMS are drawn. The minimum
and maximum values of these maps are, from left to right: 7 and 116 pm, 25 and 93 pm, and 92 and 181 pm.

distribution over the segments as in Fig. 13, only di�erent by a proportionality factor). We draw the WFE
amplitude for each individual segment from a zero-mean normal distribution and its standard deviation µk:

a = (N (0, µ1), N (0, µ2), . . . , N (0, µk)). (40)

We use these random aberration amplitudes on all segments to compose a WFE map on the segmented pupil
and then propagate this WFE map through the E2E simulator to measure the resulting spatial average contrast
in the dark hole. Doing this 100,000 times for each target contrast case, we obtain the histograms shown in
Fig. 15. The mean of the resulting MC simulations clearly recovers the target contrast for which the segment
requirements have been calculated, which is indicated by the dashed-dotted line. Both these mean values, as well
as the standard deviations, indicated with the dotted lines in Fig. 15, agree with the theoretical values calculated
analytically from the segment covariance matrix (Eq. 31 and Eq. 32). Also, we have verified the correct recovery
of the same range of target contrasts by means of MC simulations for the other two APLC designs shown in
Fig. 13 (resulting histograms not shown in this paper).

5.2 Modal analysis of the segment-based requirements

The segment requirement maps were obtained assuming a uniform contrast allocation across all segments (Eq. 34).
We also assumed statistically independent segments, so that their correlation matrix Ca was diagonal. Here,
we further explore this uniform error budget in the segment basis by analyzing the corresponding distribution
of proper system modes of the optical system, the PASTIS modes. Using the transformation matrix U from
the eigendecomposition of the PASTIS matrix M , we can calculate the corresponding covariance matrix in the
PASTIS mode basis with Cb = UT CaU . Given this linear transformation, if the covariance matrix is diagonal

19

Figure 17. Contrast per individual PASTIS mode when derived from the error budget in which all segments contribute
independently and equally to the final contrast (solid blue). High-index modes to the right, which correspond to low-
spatial frequencies and therefore highly correlated segments (see Fig. 5), are highly attenuated and contribute negligible
amounts to the contrast. The uniform contrast allocation across all modes at (ct � c0)/nseg is indicated with the dashed
grey line (the contrast floor has been removed in both curves).
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Figure 18. Cumulative contrast of the PASTIS modes for the error budget in which all segments contribute independently
and equally to the final contrast (solid blue), compared to the case in Fig. 11 where all modes contribute the same contrast
(dashed grey). The high-index modes have negligible contrast impact (see also Fig. 17) as they correspond to low-spatial
frequency, highly correlated segments. This plot also confirms the assumption that the mode covariance matrix Cb is
nearly diagonal.

more, while still resulting in the exact cumulative target contrast. This is consistent with the behavior discussed
in Figs. 16 and 17.

22

pm

Figure 14. Four random segment-based WFE maps drawn from a zero-mean normal distribution and the per-segment
standard deviations from the left prescription map in Fig. 13, for the narrow-angle APLC design and a target contrast
of 10�10. After each random map is created, we propagate it through the end-to-end simulator and record its average
contrast to build the left MC simulation in Fig. 15.

Figure 15. Validation of the independent segment tolerancing with E2E Monte-Carlo simulations, for di�erent target
contrasts, using the narrow-angle APLC design. Each segment k in one of the 100,000 WFE realizations is drawn from a
zero-mean normal distribution with standard deviation µk. The dashed-dotted lines mark the target contrast of each case,
which are successfully recovered by the mean values of the histograms, in accordance with their analytical calculation
in Eq. 31. The dotted lines mark the 1-sigma confidence limits of this contrast distribution, which are 8.3�10�12,
1.4�10�10 and 1.5�10�9 for the three target contrasts 10�10, 10�9 and 10�8 respectively, and they accord with the
numbers calculated by Eq. 32.
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Leboulleux et al. (2018), Laginja et al.
(2020)

By doing so we obtain:

Weight between modes in each basis set that have an equal contribution
to contrast stability.

Drifts that can be directly related to contrast stability and scaled up/down
to explore the performances of a given WFS scenario.
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Continuous wavefront sensing and control: theory in one slide

1 We pick an open loop wavefront variance.

2 We draw a random wavefront.

3 We use a di↵ractive linear optical model of the WFS to simulate sensing images
as a function of wavefront.

4 Assuming that there exists an unbiased estimator for this given WFS, we use the
Fischer information matrix as a proxy for the SNR in these sensing images
(changes with detector noise, exposure time, stellar magnitude).

5 Assuming that there exists a perfect control algorithm, we use the Cramer Rao
bound to convert sensing SNR into wavefront variance associated with
measurement uncertainty.

6 We use two version of the Cramer Rao bound: one that only used the last WFS
measurement (batch), and one that takes into account the full WFS history
(recursive).

7 Closed loop wavefront variance = open loop wavefront variance + WFS
measurement uncertainty

8 We use a di↵ractive linear optical model of the coronagraph to convert closed
loop wavefront variance into contrast.

9 We go back to step 2 but this time draw a random wavefront from the closed
loop variance.

10 We iterate.
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Continuous wavefront sensing and control: theory

Fisher information
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Pogorelyuk et al. (2021)
https://arxiv.org/abs/2108.03269

Cramer Rao bound

When using a single WFS image (batch
estimator), the wavefront estimation
covariance cannot be smaller than the
inverse of the Fischer information:

Pk � (Ik+1)
�1 (4)

When WFS history (recursive estimator),
the di↵erence in wavefront estimation
covariance cannot be smaller than the
inverse of the Fischer information:

Pk+1 �
⇣
Ik+1 +(Pk +Q)�1

⌘�1
(5)
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4ṄS ts��Gi eCL+E0,i

��2 + Ṅ�1
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Cramer Rao bound
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The long form version

Laginja et al. (2020), https://arxiv.org/abs/2103.06288
Pogorelyuk et al. (2021), https://arxiv.org/abs/2108.03269

https://arxiv.org/abs/2103.06288
https://arxiv.org/abs/2108.03269
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Trade 1: LOWFS or focal plane maintenance with LUVOIR A
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LUVOIR A limits with no detector noise

Low order Zernikes, batch estimator (see talks by E. Por and R. Pourcelot)

Relative Contribution of each
mode.
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Mag 0 star, < 20 nm/sec,
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tWFS > 0.5 sec.

Mag 10 star, < 3 nm/sec,
tWFS > 7 sec.
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DH, �wf = 7.88 nm/sec

LOWFS, �wf = 7.88 nm/sec

DH, �wf = 21.1 nm/sec

LOWFS, �wf = 21.1 nm/sec

Sensing with science images 

Sensing with LOWFS 
See Shi et al. (2019) for WFS architecture 



Trade 1: LOWFS or focal plane maintenance with LUVOIR A
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LUVOIR A limits with no detector noise
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Sensing with science images 

Sensing with LOWFS 
See Shi et al. (2019) for WFS architecture 



Recursive WFS

Batch WFS

Trade 2: MIDWFS or focal plane maintenance for segment level errors
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LUVOIR A limits with no detector noise

Segment level Zernikes Z0 to Z7

Relative Contribution of each
mode.

0.00

0.25

0.50

0.75

1.00

1.25

1.50

1.75

2.00

F
ra
ct
io
n
of

R
M
S

�4

�3

�2

�1

0

1

2

3

4

F
ra
ct
io
n
of

R
M
S

�4

�2

0

2

4

F
ra
ct
io
n
of

R
M
S

�6

�4

�2

0

2

4

6

F
ra
ct
io
n
of

R
M
S

�4

�2

0

2

4

6

F
ra
ct
io
n
of

R
M
S

�6

�4

�2

0

2

4

6

F
ra
ct
io
n
of

R
M
S

MID modes requirements with
MIDWFS

Mag 0 star, < 15 pm/sec,
tWFS > 0.5 sec.

Mag 5 star, < 2 pm/sec,
tWFS > 20 sec.

Mag 10 star, < 0.5 pm/sec,
tWFS > 2000 sec.
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LUVOIR A limits with no detector noise

Segment level Zernikes Z0 to Z7

Relative Contribution of each
mode.

MID modes requirements with
MIDWFS

Mag 0 star, < 15 pm/sec,
tWFS > 0.5 sec.

Mag 5 star, < 2 pm/sec,
tWFS > 20 sec.
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Sensing with science images 

Sensing with MIDWFS 
See Ruane et al. (2020) for WFS architecture 



Trade 3: Representation of segment level errors
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Realistic deformations of segments, see talk by A. Sahoo

We find that  thermal drifts requirements are of ~5 mK over 
timescales of 10s of seconds to minutes

Sahoo et al. (2022)
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Recursive sensing and predictive control 
enable shorter exposure time on fainter stars.

Trade 4: OBWFS maintenance for segment pistons with LUVOIR A, 
changing sensing algorithm
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Batch WFS
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Trade 4: OBWFS maintenance for segment pistons with LUVOIR A, 
changing sensing algorithm
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Trade 5: Influence of detector noise 
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Trade 6: Changing the coronagraph and telescope
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LUVOIR B 
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Figure 1. First principal components of the “sample B” OPD time series (⇠10 pm RMS). The number in the upper left
of each panel is the percentage of the total variance represented by each mode.

2.3 Basis selection: Principal component analysis

We use principal component analysis (PCA) of the three time series individually to create an orthonormal basis
which maximizes the variance of the phase projected on the first modes.11 In that respect, PCA minimizes the
mean square error that would result from a mode truncation. Numerically, the PCA is calculated using singular
value decomposition (SVD) of the discrete OPD data set. If X stands for the matrix representing the OPD data
set, the SVD of X can be written as:

X = U⌃V T
, (7)

where ⌃ is a rectangular diagonal matrix with the singular values of X sorted in ascending order. U and V are
two square matrices whose vectors are orthogonal and called respectively left and right singular vectors. Under
this formalism, the principal components P are:

P = V
T
. (8)

Figure 1 shows the first ten principal components of the decomposition of time series B. Here, the three first
modes account for 76% of the total variance and are characterized by a strong vertical shape; thus, the wavefront
error stability is dominated by a small number of payload structural modes. These e↵ects may be mitigated with
a future mechanical optimization of LUVOIR A’s architecture or by advanced telescope metrology. For instance,
in our model, a 10x increase in damping of only 5 modes on the payload structure reduces the wavefront error to
2.5 pm. Since the eight first modes represent 96% of the total variance, we will only control these eight modes
in our analysis for sample B, which allows us to simplify subsequent numerical calculations with a minor loss
of precision. Except for the second principal component, each mode is dominated by mid-spatial frequencies
induced by local segment phasing errors.

We calculate the temporal power spectral densities (PSDs) for each of the modes in the PCA basis. Figure 2
shows the result for time series B. The PSDs obey power laws with exponents between -1.5 and -2 for the 10 first
principal components. Moreover, the variances are dominated by a few localized vibrations at 16.5 Hz in the first
mode and 0.9 Hz in the second. In fact, the 16.5 Hz vibration accounts for 20% of the total variance. With this
information in mind, there may considerable room for optimization of the telescope mechanical architecture to
improve its dynamic stability by damping this, and other, specific vibration modes. Otherwise, the correction of
these vibrations requires the AO system to be e�cient at high temporal frequencies by increasing the AO loop
bandwidth above 20 Hz.
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telescope for sensing, not just each 
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When vibrating, segments are not independent

Potier et al. (2021

Trade 7: Looking at vibrations (short time scales) 
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Figure 10. Left: Standard deviation of the residual wavefront after a conventionnal AO correction (optimized integrator)
running at 1 kHz. Right: Standard deviation of the residual wavefront after a predictive control correction whose system
is running at 100 Hz. The input dynamical aberrations is sample B. The residual of the eight first principal components
is also shown.

Figure 11. Power Spectral Densities of the three first principal components of sample B before (purple) and after (yellow)
correction with an AO system running at 100Hz and equipped with a predictive controller. The wavefront sensor is
sampled at 64 pixels across the beam and the magnitude of the target star is equal to 3 in V-band.

4.1.2 Predictive control

The numerical simulations above assumed an optimized integrator. We expect better performance with predictive
control since it should be able to focus on mitigating vibrations (e.g. at 0.9 Hz and 16.5 Hz in sample B). We
plot in Fig. 11 the PSD of the three first principal components before and after correction with predictive control
for MV = 3. The loop is assumed running at 100 Hz in order to increase the signal-to-noise ratio on each pixel
by

p
10 with respect to the simulation in Fig 10. We choose p = q = 2 in Eq. 22 which implies that we optimize

five di↵erent parameters in Eq. 30. We use a constrained minimization method to minimize the cost function
in the frequency domain and the parameters are all bounded in between -1 and 1, except a0 whose value is
between 0 and 1. While these moderated bounds and algorithms have shown reliable results, the use of recursive
algorithms applied in the time domain such as a LQG/Kalman estimators27–29 whose parameters are optimized
by solving a Riccati’s equation21,23 is essential to ensure the stability and robustness of the correction. Their
implementation is beyond the scope of this publication but might be important for a more detailed model of the
performance and limitations of such a controller with LUVOIR.
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3. SEGMENT ACTIVE SENSING AND CONTROL 
Building on many years of work on the spatial stability requirements for segmented telescopes, it is widely known that 
wavefront piston, tip, and tilt (PTT) due to segment level rigid body motion have the largest impact on degrading contrast 
stability [16-17]. BDOO¶V system stability budget has an allocation for allowable segment rigid body misalignment, converted 
from WFE to 6 DOF physical motions including allocations for each temporal band which takes control bandwidths and 
coronagraph temporal sensitivities into account. Since physical PTT motion translates almost exclusively into wavefront 
PTT, those DOFs have the smallest allowable motions of <10 picometers/picoradians around 1 Hz compared to hundreds 
of picometers of decenter and more than a nanoradian of clocking, with additional relief in all DOFs for shorter and longer 
timescales. This level of stability is not achievable passively for a large, complex observatory so an active sensing and 
control system is needed to stabilize segment-to-segment motion. Thus, the previous allocations apply to the residuals of 
the control system, which are a product of sensing error, actuation error and control efficacy at the desired bandwidth.  

3.1 Segment Position Sensing 

Metrology using picometer-capable edge sensors was identified as an enabling, low-TRL gap for LUVOIR during the 
ULTRA study and is one of the prioritized technology areas for ULTRA-TM. Ground-based segmented telescopes have a 
history of utilizing edge sensors for stabilizing relative segment motion, but these systems achieve nanometer-level 
performance which is not sufficient for LUVOIR [18-20]. Thus, Ball is investigating performance improvements to both 
capacitive and optical edge sensing approaches to advance current capabilities by several orders of magnitude and with an 
implementation that is traceable to a deployable, segmented aperture in space. 

Capacitors are an attractive choice for edge sensors, as the electrical signal produced by changing the plate geometry can 
be measured with high precision at large bandwidths. Ball is leveraging a heritage capacitive sensor and associated 
electronics that have demonstrated open-loop gap sensing to ~10 picometers at small (10s of microns) separation distances 
[21]. The technology advancement in ULTRA-TM is to adapt this system to a gap that is an order of magnitude larger, 
which is more feasible for a flight system, while maintaining picometer sensitivity. Ball has built a hardware testbed to 
measure the range, resolution and bandwidth of this larger-gap sensor and upgraded electronics. As pictured in Figure 5, 
the testbed consists of two coated Zerodur flats to form a stable electrode geometry, with a gap actuated by piezoelectric 
(PZT) actuators and measured with independent metrology. Initial measurement of the open loop electronics only noise 
floor is shown in Figure 6, giving an integrated noise of 2.5 pm from 0.01-100 Hz, a factor of 2 improvement over the 
previous system even with the 10X larger nominal gap. Measurements of capacitor performance are currently underway 
in a low-noise vacuum environment and these initial results are encouraging that this approach provides a feasible path to 
a capacitive picometer edge sensor network. Design of a flight-like sensor head and network layout is also underway, 
which when combined with the measured sensing performance, will produce a baseline flight-traceable implementation. 
 

 
Figure 5: The bottom plate of the capacitive sensor hardware 
testbed contains a coated region (~40 mm in diameter) on a 
Zerodur flat with a PZT to actuate the gap. A top plate with 
a symmetric electrode is bonded to the top of the PZT. This 
testbed is meant to create a stable electrode geometry and is 
not a flight-traceable sensor head design. 

 
Figure 6: The PSD of the sensing electronics only was 
measured, resulting in cumulative noise of 2.5 pm from 0.01-
100 Hz. A fixed capacitor was used in place of the Zerodur 
plates to isolate the electronic sensing noise. 
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Conclusion: we are not breaking any laws of physics ….

Coronagraph masks

Sensing and control architecture 

Telescope architecture 

Yield

Open loop requirements 

…. but we need to optimize a complex system


