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1. ABSTRACT

This report describes the completion of Milestone 1 of the Phase-Induced Amplitude ApodREivn
Technology Development experiment, funded under the NASA 2009 Technology Development for
Exoplanet Missions grants. PIAA Milestone 1 is a demonstration of monochromatic corbi@agrap
starlight suppression at small inner working angles, at levels relevant for a space-based ex@ysnet
mission. The milestons a requirement to “Demonstrate using Phase-Induced Amplitude Apodization a
baseline contrast averaging 1B6etween a 2/D inner working angle and a)4D outer working angle, in
monochromatic light at a wavelength in the range of 406 g 900 nm?”

This document describes the scientific basis for targeting déntrasts in a coronagraph and the
relevance of small inner working angles, the hardware comprising this coronagraph,bifai@aland
data analysis procedures, and the results of three Milestone 1 data runs satisfygggitements. The
intensity levels achieved in the three milestone data runs averaged bBtaeei8x10° each of which

is inconsistent withi(e, is better than) a Idcontrast with more than 90% confidendk sample image

is shown in Fig. 1.

2. INTRODUCTION

2.1. Definition and significance of milestone

In support of NASA’s Exoplanet Exploration Program and under the Strategic Astrophysics Technology
(SAT), Technology Development for Exoplanet Missions (TDEM) funding program, ourhaarheen
advancing the Technology Readiness Level (TRL) for the PIAA starlight supprdsstomique. The
purpose of the PIAA Milestonk (monochromatic contrast demonstration af[2), the methodology for
computing the milestone metric, and the success criteria against which the milestarvaluated, are
described in detail in the PIAA Milestone 1 white pdpér

Fig. 1. Measured coronagraphic image showing dark hole with mean intensity <rhe field of viev
is 6 1/Dsiy ON each side. Intensities are normalized to the occulter-out peak. The sourc
is marked with a small black cross, and the “scored” region border with inner edge at X = 2A/Dgyy,
outer radius 4/Dgy, is shown in white. The green line marks the edge of the occult
boundary between being fully opaque and fully transmitting. The mean scored ynirerikit
image is 5x10°.



The PIAA Milestone 1 definition, as stated in the white pdper,

“Demonstrate using Phase-Induced Amplitude Apodization a baseline contrast averaging 107
between a 2 /D inner working angle and a 4 /D outer working angle, in monochromatic light at a
wavelength in therange of 400 nm <A <900 nm.”

This milestone addresses narrowband starlight suppression at small inner vemiddieg) with a PIAA

coronagraph, a high-efficiency coronagraphy technique enabling high-contrast imagiisgnatl inner

working angle £ 2A/D for the configuration to be tested for this milestone) [2-11]. This roitest
demonstration was performed on an optical table including key elements of any fgfureohtrast

imaging instrument for a future space mission (deformable mirror, science camersgcaph optics
and active wavefront control), and is therefore of high relevance for dtinaging of exoplanets and
disks from space.

Thanks to its high throughput, good angular resolution and small inner working @A), PIAA
allows detection and characterization of habitable planets with a smalleopdethan was originally
thought to be required [12-13]. While the theoretical potential of the Pl#sAbeen widely recognized
and estimated in mission concept studies, the realization of PIAA in future missiaits proof of
technical readiness traceable to space-based exoplanet mission science reguinedniemplementation
constraints. PIAA Milestone 1 is an important step in this direction, demonstkairadvantages of the
approach (small IWA, high contrast, with a high-throughput, high angular resolution ctualefe A
numerical comparison of a “generalized” PIAA architecture to other general architectures is presented in
Ref. 9, while a comparison of coronagraph laboratory test results (including those presentepdears
in Ref. 14. These comparisons highlight the advantages, and motivation, for developing PIAA.

2.2. Technical approach

PIAA is a lossless beam apodization technique. Beam apodization is very usefudniagcaphy: an
apodized pupil produces a high contrast image free of Airy rings. The conventiohatnetapodize
the pupil is to introduce in the beam a mask which is fully transmissive icetiter and becomes opaque
at the edge of the pupil. With PIAA, the same apodized pupil is created by geopuistichution of the
light rather than selective absorption. This is achieved by aspheric optics (mirrors or lanfasjrated

in Fig. 2.

The Airy rings produced with a conventional imaging telescope are due to diffradgorating from the
sharp edges of the pupil. Pupil apodization, by creating a soft-edged pupil, can thgneHtiyereduce
these rings, and can be used either by itself or in combination with other cagpinagchniques (for
example, the apodized pupil Lyot coronagraph which combines pupil apodization with Lyot
coronagraphy). The conventional technique used to apodize the telescope beam is withtageampl
mask (continuous or binary) with variable transmission from the center ®dgesof the pupil. This
leads to a difficult compromise between reaching high contrast (which requiresgapodization) and
achieving high coronagraph throughput and good angular resolution (which both favorka wea
apodization). In a conventional apodized pupil coronagraph, for example, reachfhgph@rast requires

a strong apodization with a 10% throughput which degrades the telescope's anglldiorretm
approximately 2.3/D (instead of /D) and does not allow high contrast imaging within approximately
4)\/D.



Fig. 2. PIAA uses aspheric optics to apodize a beam.

With PIAA optics, strong apodizations can be achieved with no loss in throughput orraegalation,
enabling high contrast imaging at small angular separation from the optical Hxialmost no loss in
efficiency. The PIAA’s inner working angle at high contrast ranges from 0.64 A/D for an aggressive PIAA

design to 2/D for a more conventional PIAA design (design choice depends on the goal contrast,
manufacturing capabilities, ability to mitigate chromatic issues and angudaofsthe central source).

PIAA does not absorb light, and it therefore preserves the sensitivity andaramngsblution of the
telescope. The introduction of a Lyot stop, as explained below, rasaltsmall decrease in throughput.
When implemented with mirrors, PIAA can be made to operate at high contrast over a wide spectral band.

The performance gain offered by PIAA for detection and characterizatiegxaglanets over other
coronagraphs is quantified in Ref. 9. Compared to the more conventional coronagraphs evhich w
considered for the Terrestrial Planet Finder Coronagraph (TPF-C), adopting thesPegiivalent to a

2% to 3x gain in telescope diameter. Some PIAA-based concepts such as PIAACMC allowgbgen hi
performance, with high contrast detection of exoplanets closer in thi@n[21].

3. EXPERIMENT CONFIGURATION AND TECHNIQUE

3.1. Optical layout

The JPL High Contrast Imaging Testbed (HCIT) PIAA testbed was assembR@D® and has been
conducting high-contrast imaging experiments since [15-17]. It uses thgefirstation of PIAA mirres
fabricated by Axsys [8]. A schematic representation of the optical train is shown in Fig. 3. The optics are
mounted on a 5°%8’ table that is placed in a vacuum chamber. The layout of the optics on the table is

shown in Fig. 4. The vacuum chamber typically reaches pressures aroUmdrt0

The optical train begins outside of the vacuum chamber, with a 5 mW, 807.5 nm fibdegidiate
laser, frequency-stabilized with a distributed Bragg fiber grating (ndimiassingle longitudinal mode
with linewidth 14 MHz). This light is carried in a single-mode fideotigh a vacuum feedthrough, and
illuminates a pinhole at the source (at the left of Fig. 3). The light thesep through the PIAA mirrors,
creating an apodized pupil at the output of PIAA M2, with a nominally sphevamadfront. The PIAA



PIAA

L PO P1

F1 F2
A

P2 occulter P3 P4

F4<

source v

M3 M4 M5 M7 M8 M10

M1 M2 pupil DM Lyot stop
Fig. 3. Unfolded optical train to the science camera, not to scale. The margindéfiagd by the puy
stop (P1) are shown in blue, the marginal rays defined by the Lyot stop (P3) are shown.
The planes conjugate to the source are easily identified as the locations wheralnmayg
cross; the occulter lies in a plane conjugate to the source. The planes cdnjtigatpupil sto
(P1) are labeled PO P4, and include PIAA M2 (PO0), the DM (P2), and the Lyot stop (P3).
science camera is mounted on a translation stage that can reach a plane conjogateuic
(F4) and, by translating downstream, a plane conjugate to the pupil (P4), a range show
orange. The source and occulter can each be moved in 3 dimensions, and the pupil stoy

stop can be removed. The CLOWEFS system is not shown in this figure.
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Fig. 4. Layout of optics on table, to scale. The source is at the bottom-right (FB).refigcted off th
occulter (gray rays) is relayed to the CLOWFS camera (bottom left). M9las mifror. The
source fold mirror and DM have piezo actuators for tip-tilt (used by CLOWFS).



M2 is relayed to a pupil stop (a circular aperture), and then relayed again to theatddaminror DM),
a 32x32-actuator Xinetics electrostrictive DM, with a 1 mm actuator pitch antiagated continuous
face sheet. The source is then imaged onto the occulter, recollimated and passed thyotighiop
(another circular aperture), and reimaged onto the camera. The camera can featisatéownstream
to a location conjugated to the pupil stop (and to PIAA M2, the DM, and the Lyot sfopinear
polarizer is in place at the camera, so all images represent a single linear micstade.

At the occulter, much of the source light is reflected into the coronagriaphicrder wavefront sensor
(CLOWEFS) system, described in detail in PIAA TDEM Milestond &.[ The occulter used here is not

the same as the simple circular occulter described in Ref. 18, but is designedrtit tnathing in most

of the regions of the point-spread functi®®S@g that are not being controlled. A transmission image of
this occulter (the light that passes through to the science camera) is shown in Hge Bcculter is
freestanding, in the sense that there is no substrate in the region wherdssiansioccurs; the
transmission of 1 is through a region of vacuum. The inner radius of the ttamgnaigion is 1.7/Dsyy,
whereA/Dgy is defined in Section 3.2 below. The occulter, and its operation with the CLOWFS system,
is discussed in more detail in Appendix 1.

While the PIAA mirror surfaces, which cause remapping of the entrance pupil anodsstess
apodization, are nonconventional, the optical train downstream of the PIAA @itpuite conventional.
The illumination of the PIAA entrance pupil (the far-field of the sogioéole) is a nominally spherical
wavefront with near-uniform amplitude across the aperture. Tracking the ®lput apodizationi .,
the wavefront at PIAA M2, identified in figures as P0) through the systeshaaen in Fig. 6, with the
occulter out it simply encounters two successive concentric circular aperture atdpg pupil stop (P1),
and the Lyot stop (P3). The pupil stop is included because the edges of the PIAA (thierorger 10%
of the mirror diameter) were not specified to produce a spherical wavémorease of manufacturing),
i.e., the specified clear aperture is smaller than the mirror diameter, and thetgoupemoves the region
of the pupil with poor wavefront quality. The Lyot stop is an integral parthef doronagraph
architecture, acting in conjunction with the occulter (when it is in place) and the waefndri.

—

10 M/Dgq

’4—

Fig. 5. Occulter transmission. This transmission is measured at the scieece, canging from 0O to
seen with the Lyot stop removed. The occulter is positioned so that the sougedsrnantere
on the red cross at the center of this image. The full image i5/B1g on each side (wider th
in Fig. 1). The dimensions of the mask parameters are showB4dg units, defined in Sec. 3
The inner radius is 1X/Dgy, While the farthest corners are located at\3l&, (quadrature su
of x=4.7 andy = 2.9).
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Fig. 6. Pupil images at PIAA M2 (P0), pupil stop (P1), upstream side of Lyot stope(R3prand tt
Lyot stop (P3). Each image is log-scaled (witf Bgarithmic range) intensity; the g
“uniform” intensity levels near the outside edge of PO and P1 are approximately 1% of the center.
The top row is observed without the occulter in place, so the P1 imagesantieeas before F
With the occulter in, before wavefront control, enough light has been blocketighatages a
shown here multiplied by 200x, and after wavefront control, by 2000x.

Fig. 7 shows a sequence of source images through the system, following the same progression through the
optical train as in Fig. 6. What is readily apparent from the bottom rowsgef 6 and 7, is that the
wavefront control does not attempt to reduce all of the light passing thrbegbctulter, but allows a
significant amount ofight to pass the occulter (see bottom row, “occulter” column of Fig. 7), which is

then eliminated by the Lyot stop (see bottom row of Fidofom row, “F4” column of Fig. 7). In a
categorical sense, after the lossless apodization created by the PIAA optiest thiethe system is an
apodized pupil Lyot coronagraph (APLC), although with an occulter that is nop&esiircular occulter

and a Lyot stop that is far smaller than simple diffraction near the edge diotdte. This is not an

APLC designed for full on-axis extinction, however.

3.2. Off-axisdistances

The PIAA coronagraph architecture presents an unusual complication in descrild@tignkan the
coronagraph field. In the Gaussian optics description (first-order, paraxial dpecsagrange invariant
(or optical invariant) ensures that when comparing two conjugate planes, tla faggmnification
corresponds to the change in focal ratios (geometrically defined by marginal Tdays makes it so that
lateral distances in conjugate planes can be normalized by the local F/#. This is equélhotraalized
to (fA/D), the diffraction limit (this is simply multiplying the focahtio f/D by A, which does not vary).
In an infinite conjugate system (i.e., with a telescope front-end), it woulgplmalto describe distances

6



occout —» )
A

logso |

1

before iy

control :

v logo | !

occ in |

X

10A/Dgyy

after :

control
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Fig. 7. Source images at F1 (after PIAA), F2 (after pupil stop), occulter, arad e (camera, after t
Lyot stop). Each image is log-scaled (with' Igarithmic range) intensity; two differe
colorbars are shown (lower light levels are seen with the occulter in, arebpmumd to tr
colorbar inside the hatched box). Intensities are normalized to the peak of theremat)ILyot
in image (top right), so with the Lyot stop and the occulter out (see F1 and FRjetisities ris
above 1 (up to 2.5). The top row is observed without the occulter in place.
normalized to /D), an angular measure, with the implicit assumption that every image plane is
normalized tof)/D) with (f/D) defined by the marginal ray angles at that plane.

PIAA optics are not first-order optics, however, and off-axis distamcesrijugate planes experienace a
additional magnification that is unrelated to changes in F/#. This is iedlgethtie to the fact that the
marginal rays pass through PIAA optics differently than the rays carryingpulkeof the intensity.
Conjugate points are no longer located at the same multipledX)fdr fA/D).

To scale image planes in a manner relevant to the on-sky angles, all off-axis distances in this stady will
quoted in units ok/Ds, Which is defined by:

/Do = fA/D, image planes upstream of PIA/
sky = MfA/D, image planes downstream of Pl,

where {/D) is assumed to be 2/t@p, with 6,, the angle between marginal and chief rays, and the
wavelengthi = 807.5 nm. TheM introduced here is the remapping magnification, described below.
Using these expressiongDgy, represents positions on the sky as would be seen by a telescope feeding
the coronagraph, appropriate to the locations where planets would be imaged.
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Fig. 8. Evolution of image morphology for off-axis sources. The left-hand column scébed, th
right-hand column is linearly scaled. The three rows have the source offset lan@,42,/Dgy.
The red cross marks the centroid of the light (to the nearest pixel). raagh is approximate
20 /Dgy x 10A/Dgy. All images were taken with the occulter out, and the Lyot stop in.

In addition to the remapping magnification experienced by an off-axis sourexi®#SFs are aberrated
by the PIAA optics (differently than an on-axis source). An example is shown in FBe@&use the
point-spread function is not shift-invariasdme metric must be chosen to represent the “position” of an
aberrated image. The remapping magnificahbis calculated using the centroid of the image of an off-
axis source after passing through the PIAA optics. Used this way, the relationshgerbetource
location and image centroid is linear to << 1% over the distances relevant to this study.

The measurements that went into the calculatiodddi,, measured in pixels, are detailed in Appendlix 2
giving an answer of 1/Dg, = 6.34 piX.

3.3. Imagereduction and photometric normalization

As images are read off of the science camera, they are first bias- arglid@ected. The bias level is
read from a region of charge-coupled deviCED) overscan, in each image. The dark field calibration
involves taking images in which the shutter is not activated, to produce getldnce frame, which is
then subtracted from the bias-subtracted CCD images. The mean dark level relevakt holelar
intensity measurements typically amounts t6'4Gand the dark reference frames are measured yo var
over month timescales by less than'1,0so errors in the dark subtraction are estimated to be less than
10

All intensity measurements relevant to the coronagraph are normalized toctheersgut, Lyot-in
intensity peak. The process of referencing coronagraphic images withitietenvell below 17, to
occulter-out images with intensity at 1.0, is done in three stages, with eackiageng approximately
10° in dynamic range. In each case, & #i§namic range in an individual scene is used to relate
intensities to the next stage, with the exposure times increasing’tyetiGeen stages. Fig. 9 gives a
schematic representation of the 3-stage photometric normalization chain.



1.0 1073 1076 10—9
occ out, occ in, occ in,
10°° speckle 102 speckle no speckle
100ps 30 ms 25 s

Fig. 9. Three stages of photometric normalization. (LEFT) Stage 1, remove occult&6], aspeckl
using DM, measure ratio of star (1.0) to speckld@s). (CENTER) Stage 2, replace occu
measure ratio of speckle (~ $to reference region (in green, ~90 (RIGHT) Stage 3, remo
speckle, scale entire image so that reference region brightness matche3. stegeh stag
involves intra-scene ratios with dynamic range % 1@ith exposure times increasing by?
between stages. Each panel is z1D,, on each side, log-scaled. The Lyot stop is in fc
stages. The exposure times listed are representative of the first two milestone runs.

The first two stages, taken together, establish the normalized intensityp-defined photometric

reference region (shown in green in the center and right panels of Fig. 9), feaThi® sequence is

repeated infrequently (before and after each milestone run, typically). tWéthreference region
calibrated, every successive long-exposure coronagraph image (the right-hand panél)a$ Bicpled in
intensity so that the reference region matches its calibrated intensity.s kafj every long-exposure
coronagtiph image is “locally” normalized, making the final answers insensitive to source throughput
variations or to calibration of exposure time linearity.

The reference region itself is chosen to capture light that “leaks” through a defect in the occulter. This is

a low-transmission sliver reaching through the outer PSF (locatedDg§ above the source image).
The source PSF landing in this location (see the right panel of Fig.&fJected very little by DM
changes (the Nyquist condition on the DM correspondsitDg,). However, before correction (see
center-right panel of Fig. 7), light passing through the main opening afcthdter is diffracted by the
Lyot stop to overlap the reference region; after this light is removesabgfront control (compare to
bottom-right panel of Fig. 7), the light falling in the reference regionedses by ~ 10%, and the
reference region needs to be re-calibrated.

In practice, the reference region is calibrated before wavefront control to pesvidéial approximate
normalization for real-time use, then after wavefront control has completedféience region is re-
calibrated using the final wavefront, and all previously &aeglimages are re-normalized to take on their

final values. This post-processing normalization accommodates both changes in the PSF landing on the

occulter leak itself, and changes in the light diffracted from the mainmgenithe occulter by the Lyot
stop.

The relationship between calibration stages 1 and 2 is established by introducifiggetle, done by
adding a sinusoid to the DM. The calibration sequence relies on this spengl¢hleesame in stage 1 as
in stage 2. This is accomplished by taking a series of images for each staigeagmbefore changing

the DM, one image with a sinusoid added, and a third image with the same sinusoid subtracted

Analyzing the threémage sequence allows the speckle intensity to be measured “AC-coupled,” i.e., with
no influence from the underlyirig-field (which is different with and without the occulter present).
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Fig. 10. Speckle ratio measurement sequence. Images are taken in the order dirbeteddcosrtow:
first by alternating occulter out / in (with exposure times different by 2)xtt@en by modulatir
the DM to add a positive and negative speckle. The calculation in the right-hand
represents only the “AC-coupled” term, i.e., the speckles alone. The right-hand speckle of tl
“occ out” row is the same normalized brightness as that of the “occ in” row.

As is shown in Fig. 10, by measuring thel., andl_ images, corresponding to the addition of a “+” and
“— gpeckle, the speckles can be isolated ftpioy calculating I + 1.)/2—1,. The brightness of the

occ out speckle is the same as the brightness of the occ in speckle (viith effect from propagation

through the occulter and Lyot stop), allowing stage 1 and stage 2 to be calibratath totler (see

Fig. 9.

In practice, a good test of the robustness of this photometric techniqueraskatsecond reference
region, normalized by the first, and see how its brightness changes. Qoesotandidate for this
second region is the “vertical” stripe to the left of the source, seen easily in the right panel of Fig. 9. This
vertical stripe is located closer to the source center than the origimsierreé region (at about
X =-5MDs), Which makes it more susceptible to variability due to DM changes during reaef
control. The observed variations in the normalized intensity of this seconeheafaegion are typically
less than 0.5% rms, once the large wavefront control DM changes are complete (i.the @ocgrast is
< 10%). It can then be inferred that the variations in the primary photiwmeference region are smaller
than that, and are negligible.

The normalization determined by the photometric calibration routine is measured toyvag% rms
over repeated calibrations. Taking the 1.6% initial calibration unogrtand the 0.5% upper-limit on
variability during the high-contrast portion of a run as independent of one anotheddamgl tiem in
gquadrature, an overall calibration uncertainty of 1.7% is used for theisthtstnfidence error analysis
in Sections 4.1.8 and 5.1.
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The important thing to note about this construction is that there is amaelion stability of the light
source, or on repeatability or linearity of the exposure times. During normal iopeetery frame
contains a measurement of the reference region, so that this normalizaticitlynggicommodates any
combination of source and exposure time / throughput variabilige specific calibration sequence
taken in 3 steps (see Fig. 9), involves the addition of a dynamic speckle ttamafreim stage 1 to
stage 2, rather than trying to span & dgnamic range in one transition (without any common intra-scene
reference).

3.4. Performance considerations

Any starlight suppression system must be examined under several criteria, which rstiadlel iesidual
intensity level {.e., contrast), optical bandwidth, inner working angle, throughput, and off-axis image
quality. For this monochromatic experiment, the bandwidth is very narrow (1 MHz linewjidtalty
according to laser spec sheet, but not measured for this ddviamgional bandwidth at 807.5 nm
wavelength is ~ 3x18). The residual intensity level is the primary focus of this milestone, and is
analyzed in great detail belowThe throughput, inner working angle, and off-axis image quality are
described further in this section.

3.4.1. Throughput and inner working angle

The occulter inner working angle is typically defined as the planetigrost which the coronagraph
throughput (total integrated light) is 0.5. This location can be diffélhamtthe boundary of the dark hole
region in which the wavefront is controlled, and different again than the edge bekmidimensities
are reported for “scoring” purposes. Before quoting the occulter inner working angle, a convention must

be specified for the normalization of throughput.

There are three normalizations of througitpat are readily generalized. These are:

1. Coronagraph transmission, normalized to peak occulter-in, Lyot-in transmission
2. Coronagraph transmission, normalized to unocculted, inysensmission
3. Coronagraph transmission, normalized to unocculted, no-Lyot transmission

All three are plotted in Fig. 11. Note that none of these three conventions censitkctivities of
mirrors or detector QE, or any other “total” throughput metric, as these numbers can change greatly
unrelated to the coronagraph architectuthe PIAA remapping, occulting mask, and Lyot stop are the
architecture choices under test, so the other factors are implicitly removeuedry mormalization
conventions. Of these three normalization conventions, the first appears most conmmottigr
coronagraph studies. The third, on the other hand, medsuwraauch light is absorbed the two “stops,”

i.e., the occulter and the Lyot stop, and is the only definition of coronagraph throuphputan
meaningfully be compared across different architectures (neglecting kefledses).All cases are for a
single polarization state. Adopting these three conventions separately, the aaoatt@rorking angle is
1.70, 1.82, and 1.88Dg, respectively (the occulter inner edget 1.7A/Ds, from Section 3.1).

3.4.2. Image spread

To measure off-axis image spread, we present two metrics as a function osafbarsée position: the
peak unocculted intensity, and the peak intensity through the occulter, botievityot stop in. A plot
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Fig. 11. Coronagraph throughput for off-axis source, with three different normalizafldeiST)
normalized to peak throughput, (CENTER) normalized to unocculted, Lyot-in traism
(RIGHT) normalized to unocculted, no-Lyot transmission. In each panel, tiebkalk line is .
model cut along the& axis, the dashed black line is a model cut along a line to the corties
mask open area, and the blue points are measuredalomge throughput crossds= 0.5 a
1.70, 1.82, and 1.88Dgy,.

of the modeled and measured values of these is in Fig. 12. The distortionwatisedIAA remapping

decreases the peak image intensity for off-axis sources, as the image is gpmaxt a larger area (see

Fig. 8, related to the blue points in Fig. 12). This effect can be essentialinated by introducing an

inverse PIAA set of optics at the end of the optical train, a techniqueh#isabeen convincingly

demonstrated on other PIAA testbeds [19].

The normalization used in Fig. 12 does not itself allow comparison of image qualttyetocoronagraph
architectures. On-axis, the PIAA remapping greatly concentrates the PB& sdurce. This can be

1.0

|max/ IO,max
o o o
I (@)] (o]

©
N

0.0

r [/ D)

Fig. 12. Peak image brightness for off-axis source positions, normalized to on-axianopeaklte
brightness. The blue lines and points are unocculted peak brightnesses, the green liness
are occulted peak brightnesses; the lines are modeled and the points are measured. Th
is in for all cases.

12



guantified by using an alternate metric, that of the intensity-weighted PSF trearea a PSF occupies
should be inversely related to the peak intensity. The intensity-weighted amea\of pattern (PSF of

an unocculted, uniformly illuminated circular pupil, i.e., no PIAA optics) is W/B)¢, while the PIAA
used here produces an unocculted PSF with area/@5,J* with no Lyot stop, or 1.1Dg,)* with the
testbed Lyot stop in even with the PIAA Lyot stop in place, the on-axis PIAA PSF is more concentrated
than an Airy pattern. Compare this to typical band-limited Lyot coronagraphs, whigchusa a linear
Lyot stops withe = 0.36 for example [20], raising the unocculted PSF area ta/D¥( This means that
even with the off-axis image degradation that comes from not using inverse Plisa @yt a factor of

I madlo,max~ 0.6, for 2 </(AM/Dgy) < 4 from Fig. 12), the image quality is far better than that of laboratory-
tested band-limited Lyot PSFsa band-limited Lyot coronagraph would need to use lineaf.25 to
have a similar image quality to the no-inverse-PIAA image quality demonshratedtr = 2— 4 A/Dgyy.

The starting PSF used to normalize Fig. 12 is much sharper than standard Airy ,piaitependently
from throughput considerations (as in Section 3.4.Ref. 9 establishes a thorough comparison of
different coronagraph architectures along similar lines, although the PIAA ooatfign examined in that
reference is different than what is used here, as are the band-limited Lyot designs.

3.5 Wavefront control
3.5.1. Pupil-plane phase correction

With no a priori knowledge, when the DM is turned on the actuators are typamatimanded to a
uniform mid-range voltage. The exit pupil wavefront phase is then a sum (thrioeighppropriate
propagation) of errors arising from the PIAA optics, the off-axis parabQA®¢) and flats and their
misalignment, and the initial DM surface shape. With the occulter and Lyot stop qérfaem a phase
retrieval technigue which gathers data at 10 different camera locations (in the getla of Figs. 3-4),
then performs a combination of modified Gerchberg-Saxton iterative solatidnsonlinear optimization
of parametrized pupil-plane phase modes. At the end of this procedure, we obtain ex-a@iysd
estimate of wavefront phase in each of these planes, one of which is conjugate to the pupil.

With a technique for obtaining pupil-plane phase estimates, we iteratively charigMtshape to flatten

the wavefront phase, and obtain a new phase estimate, until the wavefronpialdgdtat (at the spatial
frequencies under control). Sample pupil-plane amplitude and phase maps are shown in féy. 13, a
flattening the phase. This sequence typically completes after 2 iterations from a unitage.vol

It is appropriate to designate these steps a form of pupil-plane wavelfiase correction, which we call
flattening. This flattening technique is repeated after every milestone run, Huetktdrting point before

Fig. 13. (LEFT)E-field amplitude and (RIGHT) phase after pupil-plane phase correction. itidgpls
shown in log-scale, where the outside region is about 10% the peak amplitude. Phase
with a 2.3 rad full-scale stretchThe flattening removes low-order phase errors; residual
errors are above the actuator Nyquist frequency, which contribute light only outside thelel
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image-plane wavefront control is a reasonably weliected pupil-plane phase.
3.5.2. Image-plane wavefront control

With the pupil-plane phase flattened, the coronagraph field-of-view still contgimsn the dark hole at

the 5X10° level, verified by measurement on the testbed, modeling with the measured phase, and
modeling with the flattest phase the DM could hypothetically produce (all give the samber to

< 10%). Through modeling, the effect of successive corrections on the dark hole aveeagéy could

be derived:

1. 2x10°” if the pupil plane phase could be made exactly uniform (i.e, flattened by a ifiVanv
infinite number of infinitely small actuators)

2. 2x10°if the pupil plane amplitude errors could be removed. The existing pupil planiugepl
errors are likely due to surface errors propagating to the pupil plahestikdfy variations,
contamination of optics, etc., which cannot be eliminated using a phase-only coriredtien
pupil plane.

Note that even with perfect “correction,” the APLC-like configuration of the PIAA coronagraph does not
provide starlight suppression beyond the®1€vel. In this context, what is needed for high contrast is the
ability to actively cancel light in the image plane, i.e., to controlRB& and force it to take on a shape
that is different than the notional “perfect” wavefront. This is emphasized by describing the process as
wavefront control rather than wavefront correctidrhe distinction here is that no constraints are put on
the pupil-plane wavefront, only the image-plane intensity in the dark hole. DWhand wavefront
control may drive the pupil-plane wavefront to be any arbitrary shape, as longeasliaoges improve
the dark hole contrast. This process is explained in Ref. 21.

Beyond the initial phase flattening, the wavefront control is all performedtigtitamera at the source
image. Controlling only the DM actuators, the relationship betweenadtitfat actuator motions and the
intensities observed in the dark hole is both nontrivial and ambiguous; it is ranb@gdause of the
propagation shown in Fig. 3, and is ambiguous because an intensity measurement does nothgescribe t
complex nature of the image-plaBdield necessary to determine how to create destructive interference.

The image-plane wavefront estimation and control used in this experiment is wmelgr 40 that
described in Ref. 21. An estimate of the image-plane conipfeeld is obtained, and a linearization of
the effect of DM actuator motions on image-plane comphield is used to determine what DM setting
will best eliminate the image-plane E-field. This estimati@ontrol sequence is iterated as needed. The
model describing the optical configuration and the effect of actuators omaige iplane is described in
Appendix 3.

3.5.3. Dark holecreation

The choice to include regions of the coronagraph image in the image-plane waveffitooit @o not
defines a dark hole boundary. The milestone specification describes a regior>\@itiD, r < 4A/D,
which defines a “D” shape, in which the intensities are measured and reported. The wavefront control is
typically specified to cover a larger region, because the edges of the comegiled are often rtaas
dark as the central areas.
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Fig. 14. Relative positions of occultedge (green), scored region (white), and milestone “D” (black).

The black line underlies the white line everywhere except near the top and baditizmsity

image is from the same run as in Fig. 1.
The occulting mask used suffered an error during fabrication, in which notlidave as large yaextent
as desired (see Fig..5As such, the full “D” shape from the milestone specification was unavailable.
The scored regionsed for this demonstration was as much of the “D” shape that was transmitted by the
occulter, as shown in Fig 14, withyaextent limited to +2.5./Dg, whereas the full “D” would extend to
+3.5A/Dg,. A detailed description of the effect of this reduced dark hole size appears in Section 5.6. The
conclusion of the detailed analysis is that if the correct occulter had been used, the change in the dark hole
size from the full “D” to the white region of Fig. 14 would have a negligible impact on the performance.
This analysis motivated the decision not to fabricate and re-test a new g@zild@posed to proceeding
to testing broadband contrast performance (the follow-on to this milestone).

The specification of the dark hole wavefront control region (as opposkd szoed region) was varied
between milestone runs, with some attempt at determining its influence on thestcpatfarmance.
Those variations are not analyzed in this report, as all of the choices of waeefrtonl regions resulted
in performance that exceeded the milestone requirements.

4. MILESTONE SPECIFICATION

The milestone definitions, success criteria, and certification process are ettgcribe white paper, and
are duplicated here in abridged form, with minor wording and notation changey. significant
differences with respect to the original definitions are identifiedtalics, and separate notes are set in
brackets.Note that the section numbers are referenced to this document, and so will not matdbadhdivi
section numbers in the white paper.

4.1. Definitions

4.1.1. “Raw” Image and “Calibrated” Image. A “raw” image is the 2D array of pixel values image
obtained by reading out a CCD camera. A*calibrated” image is a raw image that has had background bias
subtracteand reference dark images subtracted.

[The original wording included flat fielding, which was not performed. The average effect of flat fielding
errorsover therelevant areas should be negligible.]

4.1.2. “Scratch” is a DM settingwhich delivers a flat pupil phase [see Section 3.5.1]. [This is not the
same definition that was used for TPF-C HCIT milestones, which used a uniform voltage.]

4.1.3. “Star”. The “star” is an unresolved pinhole illuminated by an external laser [the original wording
used a bare fiber tip, which was changed because the pinhole provided better performance].
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4.1.4.“Wavefront control iteratioh A “wavefront control iteratichis a measurement of the complex
field in the dark zone followed by a DM correction intended to remove light in the dark zone.

4.1.5. The “normalized intensity” is a calibrated image normalized by the peak value of the unocculted
source if it were measured under identical conditions (same illumination, exposeyett. see Section
3.3).

[The original wording used the word “contrast”, which is defined differently for different coronagraph
experiments; normalized intensity is specific and unambiguous.]

4.1.6. The “mean intensity” is the average value of the normalized intensity over the dark zone adopted
for the experimentAsin 4.1.5, thisis normalized intensities instead of various definitions of contrast.]

4.1.7 “Data set” is a contiguous set of at least four iterations and their associated mean intensity
measurements. [This definition was added for clarity in its use in other contexts. While the white paper
mentions a possible duration for the data set, i.e., about an hour, only the number of iterations is used
here. The elapsedtimeisdetailed in Table 5.2.]

4.1.8 “Statistical Confidence”. The mean intensity values (defined in 4.1.6) have associated noise
estimates, with contributions from photon shot noise (Poisson statistitejtaldeead noiseshanges to

the wavefront, environmental variations, and normalization uncertainty. The goal of the statistical
analysis is to determine the confidence with which the data demonstrate thapéiceed mean intensity

is below 10°.

The notation used in this description begins with the terms contributing to an individual mesturem
m=p (1 +¢) +om,

where m is the mean intensity measured in iteratipnu is the expected mean intensity,is the
photometric normalization error, adeh is the iteration-specific variation for iteration Each of these
guantities and their distributions are described below. The goal of this analysisest whethep is
below 10°, by measuring severat.

The determination of confidence intervals requires assumptions of probability diistribthat underlie
the measured mean intensity values. In this analysis, two distribiaienassumed; the first is a
distribution of systematic errors that take on a single value through andattireet, and the second is
the distribution of variations from one iteration to the next. Both distoibsitare assumed to be
Gaussian distributions, but the estimation of variances of the two distributicers diff

The only significant contributor to the systematic errors is assumed to bealibeation of tle
photometric normalization (bias and dark subtraction, also applied uniformly thesugntire data set,
contribute negligible errors compared to photometric normalization), describ8dction 3.3. This
produces measurements that experience an additional multiplicative fackr (ikereec is normally
distributed with mean 0 and variansg. A single random variateis applied to all measurements in an
individual data set (it appears without a subsci)pt o,” is estimated from repeated photometric
calibration cycles (not from the measured mean intensities), described in Section 3.3.

16



Each iteration experiences variation in the measured mean intensity dueh@ngis between iterations,
dm. These variations comprise photon shot noise, detector read noise, deilzeratront changes due
to ongoing wavefront control, and environmental temporal changes to the testbedstritheidn ofom

is assumed to be Gaussian (ighoring details of Poisson noise, for example), with mearafiaacd
Geact. The variance is estimated from timesamples themselves, so the sample me@amofalues over
a data set comprising many iterations will follow a Student’s-t distribution.

The sample mean of the mean intensities over a data set itétlations, called here the data set mean, is
denotedn, defined by

m=Yiy m/n=p(1+e)+3L; dm/n

Note the degeneracy in the use of the word “mean,” which is discriminated by the “mean intensity” in a
single iteration as compared to the “data set mean” which is the average of the “mean intensity” over
several iterations. It is helpful here to define a data set mean variate,

Am=Y", dm/n,
which then implies, by construction,
m=pu(1l+g)+Am.
The sample variance measured on the individuateasurements,.., is definedas
Geach = XLieq (M —M)°/ (n- 1)

The estimated variance of the data set megh(the overbar on thin subscript is dropped for notational
simplicity), is,

2 _ 2
Om = Oeach / N

From these assumptions, the data set meas a random variate with Student’s-t distribution for
(n— 1) degrees of freedom, about an expected va{lies) with variancec,?, or equivalently, Am is
distributed about expected an value 0 with variange

The total variance of the data set mean values about the expected nasabe calculated as the simple
sum of the iteration-independent and the systematic variances (scaled appropriately),

Gz — sz + u2 082,
and while this is accurate, the confidence intervals apahiould be treated in a more careful manner to

respect the uncertainty &), namely by using the Student’s-t distribution explicitly.

The probability distribution of measuring a data set mgagiven the expected valyeands,” ando,,’
(estimated from individuain measurements), is a marginal projection of a joint probability distribution,
which is the product of a Gaussian distributios imd a Student’s-t distribution ofAm, and the 90% one-
sided confidence interval has a lower i@t defined by,
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0.90 =[7 din [, de’ pu(&") Pam (7 — n(1+ ),

wherep;, is normal,N(0, 6.%), andp,nm is the Sudent’s-t probability density forr{— 1) d.o.f. and variance

2
Om .

The formal definition of the milestone confidence requirement is that the hyjsothasthe measured
data set meam was drawn from the population with expected mgaand the distributions described
above, can be rejected with 90% confidence. Equivalently, the measured data set pedan the
lower limit of the 90% one-sided confidence interval for an expected meanitintens 10°. To
simplify the expressiofor Cyy, whens, dominatess,/u, thenc ~ uo,, and

Coo~ 1 — V2 erf %(2 (0.90- 0.5)) =10° - 1.2&.
Wheneo,,, dominatesic,, 6 ~ o, and forn = 4 (the minimum number of iterations in a data set),
Coo~ 10° - 1.65s.

For intermediate cases 6f, ~ uo., the full integration must be performed, and the coefficient multiplying

o will vary between 1.28 and 1.63Nhatever valueCy, comes to, the milestone statistical confidence
requirement is,

m < Cyo

[Thisis a restatement of the description in the white paper, with careful attention to a precise hypothesis
test under a frequentist (not Bayesian) interpretation, and its rejection with 90% confidence. The
treatment of Student’s-t distribution is also more precise; the final success criterion is mathematically
identical to the statement in the white paper for the case of large n, but expressed in a frequentist context.
A discussion of the applicability of Gaussian statistics appearsin Appendix 4.]

4.2. SuccessCriteria

4.2.1. lllumination is monochromatic light in single or dual polarization at a eagtl in the range of
400 nm <\ < 900 nm.

Rationale: This milestone is a monochromatic experiment to demonstrate feasilili¢yagfproach at a
wavelength in the science band of planned (or considered) NASA missions.

[As described in Sec. 3.1, the illumination was a monochromatic 807.5 nm laser, observed through a
linear polarization analyzer at the science camera.]

4.2.2. A mean intensity metric of P0r smaller shall be achieved in a 2 ta/B dark zone, as defined
in Sec. 3.5.3.

Rationale: This provides evidence that the field is sufficiently dark’ @@ected exozodi level) to be
useful for searching planets, and test whether there is a fundamental limitatiomaethearking angle.

[See Section 5.1, Table 5.1 for intensity, Section 5.6 for analysis of effect of dark hole shape]
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4.2.3. Criterion 4.2.2, averaged over the data set, shall be met with a confidence af B68&r, as
defined in Sec. 4.1.8. Sufficient data must be taken to justify this statistical confidence.

Rationale: Assuming the intensity values have a Gaussian distribution about thenteeaityi this
demonstrates a statistical confidence of 90% that the mean intensity goal has been reached.

[See Section 5.1, Table5.1.]

4.2.4. Elements 4.2:14.2.3 must be satisfied on three separate occasions with a reset of the wavefront
control system software (DM set to scratch) between each demonstration.

Rationale: This provides evidence of the repeatability of the contrast deatiomst The wavefront
control system software reset between data sets ensures that the threstsdatan be considered as
independent and do not represent an unusually good configuration that cannot be reproduedd.n@her
time requirement for the demonstrations, other than the time required tohmestatistics stipulated in
the success criteria3jortened fromthe original .]

[See Section 5.1, Table 5.1.]
4.3. Certification process

The milestone certification data package will contain the following explasaticmarts, and data
products.

4.3.1. A narrative report, including a discussion of how each element of théomglesas met, an
explanation of each image or group of images, appropriate tables and summary charts, aitye narr
summary of the overall milestone achievement.

4.3.2. Calibrated images of the coronagraph transmittance profile.

4.3.3. Calibrated images of the 3 sets of data, with appropriate numerical or colorecagtesiscale
coded intensity values indicated, and with coordinate scales indicated in units of Airy distance (A/D), all
in demonstration of achieving the milestone elements.

4.3.4. A histogram of the intensity distribution of pixels in the dark field foh ed the high contrast
images in the data set, and for the combined data acquired in each data set.

4.3.5. A set of intensity measurement values for each of the 3 data sets.

4.3.6. A description of the residual components of the residual light in the dark zone: statictdigieyren
dynamic coherent light (due to time-variable pointing errors and wavefhamiges too rapid to be fully
corrected by the wavefront control loop) and incoherent light (ghosts, polarization leaks).

4.3.7. A step by step description of all data processing and analysis performedyitthosgurce code
and algorithm description. This will be provided in sufficient detail so an imdigoe analysis of the raw
data can be applied outside our team.
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5. MILESTONE RESULTS

5.1. Description of milestoneruns

The milestone results were split into three runs, with four iterations in dstahset (see Sec. 4.1.7).
Images from the three runs are presented in Fig. 15, and a staistimalary of the mean contrasts is
shown in Table 1.

Each of the three runs was operated under different wavefront control parameteith @ptical
differences. The wavefront control is free to choose to control arbitragneegi the image plane, and
leave the rest uncontrolled. This controlled region does not necessarily vatlgrthe occulter
transmitting region or the scored region (green and white regions in FigFbbYuns R1 and R3, the
regions controlled nearly matched the transmitting region of the occulter.ruRoR2, the region
controlled was much tighter to the scored region, i.e., the controlled region had srealléraarfor runs

average

3

{
\

l0gso |

Fig. 15. Individual images from milestone runs RR3. Each runs shows 4 images, as well a
average of the 4 images. Each image extends fibit® +61/Dgy, in X, +/— 4 A/Dgy in'y. The
black cross is the center of the source image, the green box is the edge of the toewiteite
box is the scored region of the dark hole.

Run | mx10° [ mx10° | mpx10 | mx10®° [ mix10° | 6eae10® | 6,x10% | 6x10™ | Coox10™
R1 8.19 8.87 9.43 9.62 9.03 0.64 0.32 0.36 9.43
R2 6.26 6.14 6.66 6.01 6.27 0.28 0.14 0.22 9.67
R3 5.22 5.86 5.06 6.75 5.72 0.77 0.39 0.43 9.32

Table 1. Statistics of individual iterations and averages for runs R1-Rf& two green column
represent the milestone requirements Cyy, Which can be quickly verified in each case.
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R1 and R3.As a consequence, for example, the right-hand corners (top and bottom) of the irapsmitt
region of the occulter are bright in R2 (but outside of the scored region).

For run R3, new optics were installed at the source head, improving the throughput frorpuhefahe

optical fiber to the pinhole that leads into the coronagraph (at “F0” in Fig. 4) by a factor of 500x.For

runs R1 and R2, the exposure times were kept short enough to be time-efficiegityeluthe low
throughput they did not produce deep exposures of the dark hole. For run R3, with the increased
throughput, reasonable exposure times produced well-exposed dark Adles.educed measurement
noise in R3 can be readily seen in Fig. 15. Additionally, more care was takenami@ulate the DM
solutions to reduce quantization noise in the dark hole.

The differences in the data set means between the three runs may have a humberlyhg causes.
The difference between R1 and R2 may be due to the size of the controlled region (sgiateinrR2,
lower intensities). The difference between R1 and R3 may be due to the phutés (cnore photons in
R3, lower normalized intensities). These questions have not been explored.

5.2. Statistics of the milestoneruns

Table 1 contains all of the statistical analyses that were requiratifanilestone. The means of the
intensities in the dark hole are listed for each iteration, allowing diet&tion ofm andce,.n, as defined

in Section 4.1.8, which then determings Knowing o, from the four intensity measurements and
from photometric calibration (see 4.1.8) yields and determine€y,. In each case, the milestone
requirement is thatn < Cyy, which is readily verified, with comfortable margins. Formally, this is the
statement that the data reject with 90% confidence the hypothesis that the true mean interssitg°.

5.3. Further analysis of intensity data: Histograms

The intensity data is analyzed further in a handful of ways. The individigadsities per pixel are
histogrammed and plotted in Fig. 16, for individual iterations and for the meantefations in a given
run. Because the full range of data span a large interval of intengigelsistogram bin edges are not
spaced uniformly from the minimum to maximum values.

For milestone runs R1 and R2, with low flux levels, the measurement noise is high engagbrtie a
large number of low (even negative) values, which accumulate in the lowest intensity Fig. 16.
When the four iterations in each run are averaged, that noise decreases to a levetlathesly few
pixels have values below 2x1 As a rough expectation, the flux levels in R1 and R2 are such that a
pixel with intensity 6x10° would see read noise at 7x10and Poisson noise at 3x1{) for a total
measurement noise level per pixel of 8%90.e., measurement SNR per pixel less than 1 (see the white
noise level in the dark hole in Fig. 15). Averaged over 349 pixels in tlkehdde, the contribution of
measurement noise QIS expected to be 4xT0. The observed values of.cnreported in Table 1 are
estimated from 4n values, which produce a 1-sigma uncertainty in the measurement noise contribution
ranging from 2.2x16" to 5.4x10™. This compares well with the observed vabigg,= 2.8x10" for R2

(see Table 1), assuming that the contribution of wavefront control and dynamic emntdnm
fluctuations were small.The use of Student’s-t distributions in the calculation @y incorporates this
uncertainty ins, by construction.
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Fig. 16. Histograms of intensity values in dark hole. The top left, top righhattam left panels are
separate iterations from each of runs R1, R2, and R3. The bottom right panel hasabesas
all four iterations in runs R1, R2, and R3. In every panel, there are 349 pitkésdark hol
i.e., the sum of all histogram b values is 349. Note that the bin edges (horizontal axis v
are not spaced uniformly.

Because the measurement noise levels are similar beRleand R2, the larger observeg,,value for
R1 can be interpreted as containing a significant contribution from wavemahbl changes to the dark
hole during the four iterations, or from dynamic environmental conditions. Fhisveak conclusion, as
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Geach= 6.4x10™ is not quite a 2-sigma (one-tailed) disagreement from the measurement noise
contribution of 4x10™.

The flux levels in the R3 iterations are more than 10x larger, making theinmeasnt noise negligible
compared to the observed.., values. Here the conclusion is unambiguous that the wavefront control
and / or dynamic environment dominate the obsesyggvalues. This can be seen in Fig. 15, where for
R3 the morphological changes from iteration to iteration are correlagdspeckle sizes, rather than
being dominated by a white (spatially-independent) noise pattern.

5.4. Further analysisof intensity data: Radial scatter plots

Another method to display the pixpixel variations is the scatter plots of intensity vs. radius in
Fig. 17, which also displays the mean intensities binned over 1 pixel in radiuty @drresponds to
(1/6.34)M/Dgyy-sized bins. What is apparent in Fig. 17 is the variety of profiles for the different runs. The
dark-hole mean in R3 is dominated by the larger intensities at small radid,tidniprofile is much flatter
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Fig. 17. Intensity vs. radius for milestone run 4-iteration averages. Eaclpdihigs a single pixe
averaged over 4 iterations, from the right-hand column of Fig. 15. The solid biaskalr

binned averages, with bin width 1 pixel = (1/6.34),,. Triangles denote points below 10
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for R1. The specific way in which wavefront control parameters, as welbasurement SNR, play into
these issues has not been disentangled. The diversity of profiles in Figirhplisa case study the
range of results produced during normal operation, in the absence of any attempg tthenakmore
uniform.

5.5. Further analysis of intensity data: Coherent / incoherent light

The wavefront estimation is a process of modulating the DM in a sequence of imggedute changes
in the intensities across the image plane, which can be analyzed along with thedigeoef the DM
modulation to estimate the complex-valued image-pBiield. In the course of this analysis, it is
always true that the observed intensity modulation has an interpretatiomt¢hates an intensity
component that does not participate in the coherent modulation due to the DM, accorngssumed
wavefront propagation. In analogy with phase-shifting interferometers, thimaduiating component,
which is assumed to be simply additive by intensity over the sequence of probed iségjesled the
“incoherent” intensity component. The complex E-field estimate is, by construction, the portion of the
light that did modulate with the DM, so the intensite.( squared modulus of tHefield) is labeled the
“coherent” intensity component. In its simplest interpretation, the incoherent component will not submit
to wavefront control to be reduced further, as the DM was unable to modulate it, and scanoeloi.
By construction, the incoherent intensity is defined as the difference between the observed “unprobed”
intensity and the estimated coherent intensity.

The decomposition of the observed intensity into coherent and incoherent intensity componémgs, for
average of four iterations in each run, is shown in Fig. 18. While the inteigmetdtthe incoherent
intensity is nonnegative-definite, in the presence of read noise, negaliivs wan observed simply due

R1 R2 R3

coherer

IOgj_o I/IO
incoherer

Fig. 18. Separation of light into coherent and incoherent components, averaged oveitalafooms it
each run. This calculation was done only over a region that was well prbbeeide of th
region appears black in these figures (and nearly coincides with the occutien ggigen). Nof
that the choice of probes can reduce the effect of read noise on the cohamatégsbut for th
incoherent estimates read noise dominates pixel-by-pixel for runs R1 andrBen &d whil
regions are the same as in Fig. 14.
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to measurement errors.

In addition, since the magnitude of the coleferitd estimate is a

measurement of modulation amplitude, any uncorrelated noise will bias the cohaneateett larger
intensities, correspondingly biasing the incoherent intensity estimate to Values. The presence of
negative observed values of incoherent intensities in Fig. 18 is due to measurement noise.

The further decomposition of the coherent light into dynamic and statioqp®iit handled somewhat
simplistically in this treatment. The complex-valued nature of the cohetentit=s allows th&-fields

to be directly compared. The simplest statistic to apply to determine a idyvenmability is a variance,

so at each pixel in the dark hole, a variance of the complex coltefietd is measured across the four
iterations in a run. The maps of these pixel-by-pixel variances are shown i9Fighese variances,
which have the dimensions of intensity, are not the same as the changes in ifrf@msitgration to
iteration— for example, if for one pixel the-field amplitude remained the same across four iterations but
the phase changed through, 2he variance of the&-field would be larger than the mean intensity, even
though the coherent intensity was identical for the four iterations @rm. variance in intensity). This

field variance is the only metric of dynamic coherent component analyzed in this treatment.

The coherenE-field variances averaged over the dark hoté.,, are listed in Table 2, along with the
mean coherent intensitifi.., and the mean incoherent intensiiy,.. The interpretation of the variance
values is largely a question of the use of wavefront control betweenuhddrations. If the wavefront
control was actively trying to change thefield, the variance is large; if the wavefront control was

making only small changes, then the variance is small.

A more complicastthént would further

decompose this light based on the expected changes from wavefront damfralh@t the DM changes
should have produced), and the telemetry from the CLOWFS system. This treatment cegmradée
the wavefront control action from any environmental changes. It is true,dompé, that the wavefront
control was making larger changes to the dark hole during Run 1 than in theuathdsased on the DM
motions. There was no attempt to make the wavefront control treatment uniform across theghree run

R1

dynamic
coherer

R2

R3

-8
-9
10

IOglo |/|0

Fig. 19. Cohererk-field variances, calculated over the four iterations in each run. Compéue tmtd
coherent intensity panel of Fig. 17. Green and white regions are the same as in Fig. 14.

Run mx 1010 MeonX 1010 MincX 1010 (52coh)< 1010
R1 9.03 7.24 1.79 5.58
R2 6.27 3.17 3.10 1.14
R3 5.72 2.20 3.52 1.00

Table 2. Mean cohereitfield variances in runs R1-R3. There is no milestone requirement on &

these numbers .
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The static coherent component may be defined as the difference between the coherent imignaitd

the coheren€&-field variance,c%., This is not independently tabulated, but is readily available from
Table 2.

5.6. Further analysisof intensity data: Effect of dark hole shape and size

The occulter used in this experiment was fabricated with an error, iththapening was too small in its
y-extent (see Fig. 5). The size of thesk did not allow the use of the full “D”-shape originally specified

in the milestone definition (see Section 3.5.3 and Fig. 14). The difference ihearean the full “D”
shape and the milestone scored region is not large, a difference between 348rmixd33 pixels,
equivalent to 8.7%(/D.Sky)2 and 10.07(/Dsky)2. A histogram of the radii at which these pixels lie is shown
in the left panel of Fig. 20, where it is apparent that the missing pixelscated at radii between 3 and
4 AMDgy. From Fig. 17, it is clear that the intensities at these radii aer lhan in the 2-3/Dg, range.
From this argument, it would follow that if the correct occulter had beed un this experiment, and the
full “D” shape had been measured, the mean intensities would have come out lower than what is reported
in Tables 1 and 2.

A separate argument would be that larger areas are harder to control, due tedanlimiber of degrees
of freedom allowed by the finite number of DM actuators. In this argument, the full “D” shape would
have higher mean intensities than the scored region, because of the largeFhéseargument can be
tested, because the region subject to wavefront control was larger thanrdt region, and a larger
region can be evaluated. In this analysis,“#dended region in Fig. 21 shown in cyan has the same
area as that shown in black. The mean radii inside each region (the area-weightederadiarly the
same, 3.24./Dgy for the full “D” and 3.23 A/Ds, for the extended region, as a similar number of pixels
were added at smaller and larger radii than the radii of those excluded. THeardlpanel in Fig. 20
shows the radii of the pixels in these regions. The mean intensity in the extegidedwas 5.69x1¢

for R3 (the run with the highest sigriatnoise ratio), as compared to 5.72X20n the scored region.
This difference is negligible in the context of the milestone statistitd, so the conclusion of this
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Fig. 20. Number of pixels at given radii for (LEFT) scored region used for milestone report and (
extended region for size analysis. The solid black line is the full “D” (in both panels), the dast
line is the scored region, and the cyan line is the extended region.
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Fig. 21. Relative positions of occulter edge (green), milestone “D” (black), and extended region (cyan).
The areas of the cyan and black regions are equal. The white region of preages is tr
intersection of the black and cyan regions. Intensity image is the average from run R3.

analysis is that there would be no appreciable difference between tleel smgion andthe full “D”

region (if the occulter would have allowed it).

5.7. Description of data analysis

The detailed description of the data analysis, referenced in Section 4.3.7, appears as Appendix 5.

6. CONCLUSIONS

The data described in this report demonstrate the combination of PIAA apéoaénts and wavefront
control producing a monochromatic dark hole with average intensity below thie\i€l, at radii down to
2MDgy. The details of the milestone requirements and the statistical analygiseaested in full, to
validate the performance.

Appendix 1. Occulter description and CLOWFS oper ation

The design of the occulter used in this experiment is similar to thairutiesl PIAA TDEM Milestone 2,
completed in 2012 [18]. For Milestone 2, the occulter (see left panebyoPEj was patterned on glass
and had three zones: a circular absorbing region, an annular reflective region, agdrarfsihitting
region (in order of increasing radii). The reflecting region sends tghthe CLOWFS. For this
experiment, the occulter still had three zones, but not in a circular geon¥éiey transmitting region
(dark in the right panel of Fig. 22) was a void (etched out of a silicon sigsthe absorbing circle was
“black silicon,” and the reflecting region (everywhere but the small circle or the void) was coated with
aluminum to be reflective. The occulter used for this milestone was nexdloe occulter imaged in the
right panel of Fig. 22, but differed only in the specific dimensions of the opern(caitpare to Fig. 5),
most notably the dimension of Fig. 5.

— som e

Fig. 22. (LEFT) Optical microscope image of occulter used for PIAA TDEMstne 2, and (RIGH
scanning electron microscope image of occulter similar to that used in this experiment.
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There are two main differences between the two occulters shown in Fig. 22 firsthie that the
Milestone 2 occulter was patterned on glass, which contributed some unknown amaatteahg and
ghost reflections. The second difference is that the reflecting regibe ditestone 1 occulter is much
larger, and notably, it is not symmetric with respect to the absorbing.ciB#cause the PSF landing on
the center of the occulter is relatively faint at the inner raditgseofransmitting region, the fact that one
side reflects that light while the other transmits is makes littferdifice to the CLOWFS. Specifically,
the CLOWEFS signal is dominated by the light at the inner edge of the absagiog, with very little
influence from the inner edge of the transmitting region.

Appendix 2. Calculation of A/Dgy

The remapping apodization of the PIAA mirrors creates a subtle difficuttiyantly measuring./Dgyy, in
that the typical diffractive signatures from uniformly illuminated apes (e.g., Airy rings) cannot be
guantified as simply as in other systems. The simplest alternative isetdlydimeasure the relevant
parameters on the testbed. The most relevant parameter, the diameter of the gumpibrsaot directly
measurable because the pupil stop is located two optics downstream of the fost wiih the PIAA
remapping in betweerkor a variety of minor reasons, the full “clear aperture” of the PIAA mirror design
was not used, in the sense that the postapodizer diameter is smaller than the PlApeclesr diameter
observed in the same plane.

A variety of combinations of measured distances and design values was used thexkssach other,
and to establish an estimate of disagreement between them. The most straightfufrilaese

combinations gave the value bfDgy used throughout this repoft/Dgy, = 6.34 pix. This technique
compiles the following measurements and design values:

1. Measure the ratio of the pupil stop diamebgrto the full M2 diameteDy, as imaged at the
science camera (at plane P4 in Fig. 3)

2. Use the design remapping to determine the diameter oMihatremaps tdD,

Use the design focal length of M1, to determinef(D)s,,= fu1/D1,the focal ratio at the source

4. Measure the wavelengihto calculatef§/D)s,, the lateral distance at the source corresponding to
MDeky

5. Move the source, measure the image motion at the science camera in pixels vessuscthe
motion measuredn microns using the source encoders, to determine the lateral image
magnificationMgc_cam[PiX/pm]

6. Multiply these to determing/Dsg,, measured in pixels

w

The values that enter into this calculation &gDy, = 426.4 pix / 496 pix = 0.860D, = 74.6 mm,
fur = 1141 mm, §D)s=15.30 A =807.5nm, f/D)sc=1235um, Mgeccam= 0.513 pixam,
MDgyy = 6.34 pix.

Using other measured quantitid8gcccam (f/D)cam (FA/D)cam determined independently from the above
measures and from each other, a consistency check can be made. The worst-casmeligagra%o,
which is conservatively adopted as the uncertaintyn,.
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Appendix 3. Mode of testbed for wavefront control

The model used to infer the relationship between actuator motions and dark holeésteasibe broken

into three components: a DM model, an illumination model, and a propagation model. These models
divide the optical train into three blocks, as shown in Fig. 23. For the current application, the ilarminati
model is simply the application of the measured complex pupil-plane wavefront to th&iDbé this is
measured adequately on the testbed, there is no need to rely on any assumptions aboutethe sourc
geometry, the PIAA optics, or any other concerns. This is then simply a measurement denoted

Ep(Xo:¥p)s lllumination
shown in Fig. 13.

The DM model itself can be considered to fall into two parts, one relating vottagesretized actuator
heights,

R=H@), h={hy,...,h}, [h]l=nm, =[vy, ..., Wl [v]=V, DM(a)
defined by a functiorH for N actuators (1024 in total, although some are completely obscured), and
another relating discretized actuator heights to a continuous DM surfacesshape

SO Yp) = S%Yp: h), [8] = nm, DM(b)

defined by a functiorS. Here,x, andy, are pupil-plane locations, which are applied to all planes
conjugate to the pupil (i.e., the DM and Lyot planes). The effect of the Dicgushape on the E-field
leaving the DM is

i41 S/

EDM(Xpayp) = Ep(xpayp) e

The propagation model is a sequence of three Fourier transfoans multiplication by the occulting
maskM and Lyot stofL transmissions,

PIAA occulter camera

/ \‘\/
N

source

[
k pupil /DM k L.yot.stop /
Illumination model DM Propagation model
model

Fig. 23. Division of testbed model into three components, an illumination model, DM mod
propagation model.
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EOCC(XSayS) = ?PS{ EDM(Xp:yp)} M(XS,YS) Propagation
Eiy(X.Yp) = 7S—P{ Eocc(xs%)} L(Xo.Yp)

EcolXs:Ys) = %’-i ELy(Xp'yp)}

whereE., is the E-field in the coronagraph image, with coordinatgs The mask transmissidv is
shown in Fig. 5, and effect of the Lyot transmisdian easily seen in Fig. 6.

E.or is a linear function oEpy, andEpy is a product of a static complex field (w.r.t. actuator heights) and
the phase effect of the DM surface. It is then straightforward to describe the Jacdhiaaoa function

of actuator height€E../oh;, which is sampled at each spatial pixel in the dark hole from each actoator o
the DM. The job of wavefront control is then to take an estimate of the coiyield at every pixel in

the dark holek.,,, and solve for ah, set of actuator motions that will produE,,, = —E.., reducing the
intensity in the dark hole to zero. Because the relationship betwgeandh; is nonlinear, this solution

is best treated as an iterative process, with each iteration further rethesguared residuals remaining
at the end of the previous iteration.

Appendix 4. Applicability of Gaussian statistics

The residual light in the dark hole, after wavefront control, has a mix of orgasymgil structure
(specifically radial structures, see Fig. 17) and speckle-sized variationsntdihitton of the requirement
to analyze the applicability of Gaussian statistics was to isolate the rad&lons and the disorganized
residual structures. However, as is clear from Fig. 17, the radial struettrggonounced, and have
different realizations between different runs. In addition (see Sec. 5.6), the area ok thaela limited
to 8.7 @/Dsky)z, giving only ~ 9 independent samples to examine spatial variations. With $iudted
spatial sample set and the varied and pronounced differences in the organized sinutterdark holes,
it is not reasonable to expect a discrimination between a normal distnitautil the observed distribution
of light decomposed into organized and disorganized structures. No furthercataistlysis, beyond
that reported above, was performed to determine the form of the distribution.

Appendix 5. Data reduction procedures

The data reduction performed consists of four steps: registration, bias subtracticsyldea&tion, and
photometric normalization. Each step is described below.

The image registration is performed by regularly removing the occulter ardvisigsthe location of the
unocculted peak brightness. This is implicitly part of the photometric catibratiquence described in
Sec. 3.3. This location is then used as the coordinate zero-point for all further analysis.

The CCD frames include a bias region, which is an overscan of theregrgér by approximately 150
pixels. To avoid low-level persistent readout issues, a margin of rows amansoftom the first line,
and the last active column are excluded from the region used to determine tlevddgas Specifically,
the region from columns 1080 to 1200, and rows 200-600 are averaged to determine the &mglifier
counts in each image. This bias level is calculated and subtracted image by image.
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The CCD readout takes approximately 6 s, during which time dark current is aatinghah each pixel.

A zero-second exposure, tied to the 6 s readout, will have statisticalljcadedark current for every

pixel in a given column. Therefore, the dark current accumulated during readetdrimided by taking

a number of zero-second exposures, and averaging over rows and over exposures (after bias subtraction of
every exposure) to determine a 1-D (columnar) dark current profile spectfie readout timeThis is

called the readout dark current, typically including 100 exposures in the average.

After determining the readout dark current, a number of 60 s exposures are taken. ar€éhbmses
subtracted and readout dark current subtracted (from each row), then averaged over the éxposures
a 2-D 60s linear dark current map. All subsequent images will subtract this map, ssadgosure
time relative to 63.

The last step for coronagraphic images is the photometric normalization, descrilpeiciple in
Sec.3.3. Specifically, after registration of each image, the pixels in the “photometric reference region”

(see Fig. 9) are summed, and multiplied by the pre-determined photometric calitaettontd infer the
unocculted source peak brightness. The image is divided by this peak brightnessjuice ghe
normalized intensity map.

To quantify these procedures, after acquiring all the calibration imagebaweethe unocculted star
center locationx, Y.), the readout dark curreBtCy(x), the linear dark currem@C,(x,y), the photometric
calibration factorP, and the photometric region boundary cornegs ¥p1) and &, Yp2). Given a raw
intensityl(x,y), first the bias-and-dark-subtracted intensitgx,y) is calculated,

Ipd(X,Y) = (XX, y+Ye) — <1,(1080:1200,200:600) DCo(x+x:) — DCL(X+X,Y+Ye) (1/60 s),

And then the normalized intensitfx,y) is calculated as

L(X.Y) = lod(X.Y) / (P Zlpd(Xp1:Xp2:Yp1:Yp2))

For these runs, the photometric region boundary corners were (-29,57) and (26,66), and the photometric
calibration factoiP was 12065 for R1, 12065 for R2, and 12756 for R3.
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