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1 ABSTRACT

This report discusses the achievement of TPF-Criaddohy Milestone 2 (M2), the Broadband
Starlight Suppression Demonstration in May 2008isTs a laboratory demonstration of
contrast better than 1Y) observed through a 9% fractional bandwidth, @eggion of the image
plane relevant to planet-finding missions.

This report reviews the definition of the milestdrem the Technology Milestone #2 White
Paper (2006 Nov 28), reports the laboratory datd,aaldresses the statistical requirements of the
milestone.

2 INTRODUCTION

A space mission intending to directly image exoptarusing a coronagraph will require
significant new technologies, and the purpose eHigh Contrast Imaging Testbed (HCIT) is to
demonstrate a collection of these technologieslavant levels of performance. In 2006, TPF-C
Milestone #1 (M1) was met, which was specifiedhia M1 White Paper as follows:

“ Demonstrate that the Hijgh Contrast Imaging Tes{b#T) achieves a baseline contrast of
Ix10° (goal x107°) at a 4/D inner working angle, at a wavelength of 785 nrd atable for at
least one hodr.

Milestone 2 has a similar goal to Milestone 1, tagfuires a broader bandpass, as specified in the
M2 White Paper: Demonstrate that the HCIT is capable of achievilbaseline contrast of

Ix107 (goal x107°) at a4 A,/ D inner working angle with a 10% spectral passtesntered at

a wavelengtid, in the range from 500 to 800 rim.

The rationale behind the M2 requirements is to destrate performance under particular
conditions that represent challenges to a spacgianis The inner working angle is a strong
driver of telescope size, and therefore mission. cbke wavefront control of light at small
angles is more difficult than for light at largegées, so the milestone requirement that this
performance be demonstrated at small working arigkgs the wavefront control in the regime
that directly influences the feasibility and cokaspace mission.

The level of contrast specified in the M2 requiraisds relevant to the goal of finding terrestrial
planets around nearby stars. While photon stedistnd exozodiacal light would be expected to
limit detectability in a space mission, the spedidekground must be kept low because the
speckled nature of that background masks targaefda The variations among speckles will
generally be some fraction of the mean backgroawel,| so requiring that the mean background
level be comparable to the target brightness Hagarce as a rough detectability threshold.

Large bandwidths are desirable for two main reasonsinimize exposure times during
imaging and to maximize spectroscopic coveragd.0% fractional bandwidth is comparable to
a typical color-filter bandwidth, and demonstratatrany significant fractional bandwidth is
likely to identify potential systematic difficuliseassociated with chromaticity.
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Fig. 1. Average coronagraph image, with 9% banslpdsis is the average of all iterations in
“Set 3,” defined in Section 5. The average contisa.1x10 in the white “D” region
and 4.7x13° in the small red box. The central star is mankiti a “+”. These contrast
levels are well below the fOmilestone requirement. The field of view is HU®.

As will be described in Section 5, the M2 demongiracontrasts exceeded the requirements by
a significant margin. A sample image is shownim B, which represents a typical dataset from
this experiment (an average over many iteratiofi$je average contrast, required to be below
10° in two image plane regions, is 6.1%2@nd 4.7x108° in this sample. The bandwidth in
which the contrast was measured was 9%, which @&lenthan the 10% goal of M2. We have
enough spectral information to extrapolate relialhat the contrast would have been in a 10%
bandpass, and we show in Section 5.4 that a canédupretation of the spectral data clearly
implies that both goals are met in a 10% bandpgssdimilarly large margin. We perform a
phase-only correction in the pupil plane, which carrect phase and amplitude aberrations over
only half of the image plane, to first order, whishwhy the M2 demonstration is performed
over half the image. Future experiments with twédnable mirrors, one not appearing in the
pupil plane, will be able to correct both sidesha image plane.

Much of the equipment and procedures used for tAel®monstration is similar to what was
used for the M1 demonstration. The significantngjes are the broadband light source
(Section 3.2), the optical properties of the ogonglmask (Section 3.3), the wavefront control
algorithm (Section 3.4), and the image normalizapoocess (Section 4.2).

3 HCIT OVERVIEW

The milestone demonstration has been carried dbtthe High Contrast Imaging Testbed
(HCIT), a laboratory facility presently locatedtive JPL Optical Interferometry Demonstration
Laboratory. The testbed supports the developmetw@fundamental elements of the baseline
exoplanet high-contrast imaging strategy. Theségreuppression of scattered light via
wavefront control with a single deformable mirr@M) using images at the science camera, and
(2) suppression of diffracted light via a Lyot coagraph with a band-limited focal plane
occulter. Other configurations are planned for fatdemonstrations, including wavefront control

5



with multiple DMs in the optical path and diffraeh control using alternate coronagraph
configurations.

HCIT represents ten years of JPL development inelgtcontrolled space coronagraph
concepts, for the exploration of nearby exoplaryesgstems. As a multi-purpose, rapid
prototype development facility for coronagraph tedbgies, algorithms, and predictive models,
HCIT uses as much as possible inexpensive off-led-sptical and electronic components.
Initial experiments in 1998 involved prototypestié modular DMs, based on lead magnesium
niobate (PMN) electrostrictive technology at Xiestand supporting control electronics and
algorithms. These were mounted on a vacuum Miohelsterferometer “surface gauge”
capable of directly imaging the DM surface with 8.0.1 mm resolution (100 pixels per
actuator) and 10 pm accuracy for surface deviatibhs DM development, supported over the
past ten years by a number of Small Business Inmov&esearch (SBIR) grants to Xinetics and
technology funding at JPL, leveraged the PMN edesttictive technology widely in use in
discrete-actuator deformable mirrors at ground dhadxservatories. Surface figure control
demonstrations at the 25 picometer root mean squas) level, together with optical Fresnel
propagation models for a variety of Lyot coronatpepnd speckle nulling algorithms
subsequently indicated that the wavefront congdhhology was ready for demonstrations of
high-contrast imaging in a dedicated coronagraptbésl (Trauger et al. 2002). Coronagraph
elements were first assembled on the optical takk02. Initial experiments were carried out
without a vacuum chamber in the ambient laborag¢onyironment. The optical table (as well as
the original Michelson “surface gauge”) was mowedts present location and installed in the
vacuum chamber in 2003. HCIT now facilitates hegintrast demonstrations including outside
experimenters from the larger exoplanet commurutgide of JPL. Upgrades of the testbed
optics are anticipated for future high-contrastgmg demonstrations approaching the level of
flight requirements.

31 HCIT Optical L ayout

The coronagraph optics are mounted on a 5 ft »optital table, which is supported on
elastomeric vibration isolation blocks within aiogrical vacuum chamber measuring 6 ft in
diameter and 8 ft in length. The vacuum chambesujported and vibration isolated from the
laboratory floor by six pneumatic isolation legsdaluring operation is evacuated to
approximately 1 milliTorr with a dry scroll pumph& chamber walls are wrapped with a
thermostatically controlled heating tape and artfagiblanket to maintain the chamber walls at
temperature a few degrees above ambient. The bjatycaut is illustrated in Fig. 2.

With reference to Fig. 2, the elements locatedogiu right prior to the occulting mask perform
the wavefront correction, relaying the pinhole tigburce to the occulting mask and ultimately
correcting @&/10 rms wavefront to %/10° rms over some spatial frequencies. The light sourc
for this experiment is a supercontinuum laser ssuwtescribed in more detail in Section 3.2.

The source “star” is reimaged on the coronagralter with the following optical elements.
OAP1 and OAP2 are commercial off-the-shelf mirfoosn SORL with identical specifications
(OAP 30-05.75-03.5SQ, 30 inch parent parabola flecajth, 3.5 inch diametex/16 peak-to-
valley surface accuracy over 95% of the mirror)e Tdld flat has\/100 rms surface quality. The
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Dlomale ity L Fig. 2.Mechanical layout of HCIT Lyot coronagraf
Light enters the coronagraph at the “Fiber-

Fiber-illuminated

pinhole source \ﬁL» illuminated pinhole source” near the top-right
\ & corner, reflects off the off-axis parabolic
OAP3 ' . . .
\ /-] mirrors (OAPS) in nur_nerlcal order (1-6), and
Beamdump/ lands on the “CCD science camera” on the
/1 side of the figure. The deformable mirror
FEEHITER: ‘ I/ (DM) enables wavefront control, and the
e occulting mask and Lyot mask create a Lyot
oRP's N2 oo coronagraph. All mirror surfaces except the
=l Sty ek DM have bare gold coatings. The occulting
‘\a”m' P masks, Lyot masks, and science camera are
Selectable mounted on motorized stages for remote
Fotigs selection and alignment.

Removable pupil
reimaging lens OAP 4

T

deformable mirror is manufactured by Xinetics, Ihdias a monolithic array of 1024 PMN
electroceramic actuators, in a 32 x 32 square awily an actuator pitch of 1. mm. The mirror
facesheet is polished 16100 rms. A 30 mm diameter black-anodized apertupdaced in close
proximity to the DM, defining the system pupil. Taetuator driver system includes a control
computer, a power supply, multiplexer driver, digito-analog converters (DACs) and clocking
circuits which feed a set of low-power low-leakageltiplexer switch arrays in close proximity
to the DM inside the vacuum chamber. Control coraggjtdriver electronics, and thermal
control hardware reside outside the vacuum chanfier reflective surface on all mirrors is
unprotected gold, with reflectances uniform over shrface at the level of a few percent.

The elements from the coronagraph occulter to ¢clense camera perform the suppression of
diffracted light with a Lyot coronagraph, describednore detail in Section 3.3. The beam is
collimated by OAP3, which also projects an imagéhefDM and its pupil stop to the plane of
the Lyot stop. OAP4 brings the light to an intermagel focus before OAP5. OAP3 and OAP4 are
identical to OAP1 and OAP2. The final two off-apigrabolic mirrors OAP5 and OAPG relay the
image to the focal plane with a 3:1 magnificatidhe science focal plane is an e2V

1033 x 1056 pixel, back-illuminated and antirefieatcoated CCD, cooled thermoelectrically to
—70° C. All imaging in HCIT is performed at thisigie focal plane, including all wavefront
sensing and correction and the recording of higtirest images. The only shutter in the system
is located in air as part of the supercontinuunrggthere is no shutter in the vacuum chamber.

32 Supercontinuum light source

The broadband light source used for the nullingeexpents is a supercontinuum source built at
JPL. Supercontinuum generation is the formatiobrofd, continuous spectra by propagation of
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Fig. 3. Schematic supercontinuum source descniptithe output of a Nd:YAG laser is coupled
to a 20 m long photonic-crystal fiber (PCF). Theput of the PCF is collimated and
shuttered, sent through a bandpass filter, stodpech, then coupled into a single-mode
fiber (SM fiber). This fiber enters the vacuum ctieer and is reimaged onto qun
pinhole (a spatial filter). The output from thalpole illuminates the coronagraph.

high power pulses through non-linear media (Alf&8hapiro 1970a and b). The non-linear
medium used in our case is a single-mode photaystal fiber (PCF), model SC-5.0-1040
from Crystal Fibre, 20 m long. This is an indexdgpd PCF, comprising a high-index, solid glass
core surrounded by a lower index air-filled cladgstructure/.e, air holes arranged in a pattern
that runs along the fiber. This PCF is pumped @4 nm wavelength Nd:YAG passively Q-
switched micro-chip laser, producing sub-nanosequises with GuJ/pulse at a repetition rate

of 7 kHz. This arrangement is shown on the lefe ©ifiFig. 3. The PCF output has a broad
spectrum, with appreciable spectral power distadutom 600 to 1500 nm, with little net power
loss from the pump laser, laterally confined in finedamental mode of the fiber.

The broadband output of the PCF is collimated amd through one of several bandpass filters.
A total of six bandpass filters were available,aomotorized filter wheel, of which four were
used for this experiment. The bandpass in whiclestbne 2 is defined is a 10% fractional
bandpass centered at 800 nm, which was measuegthe bandpass filter with a transmission
full width at half-maximum (FWHM) of 75.3 nm, mearavelength 800.4 nm, for a 9.4%
fractional transmission bandpass. The wavefrontrobalgorithm makes use of additional
bandpasses, each with a nominal transmission basdy@%, centered at 768, 800, and 832 nm
(e, —4%, 0, +4% from 800 nm). We also image throtvgh extra 2% bandpass filters at 784
and 816 nm (-2%, +2%), which are not used for sgpoir for wavefront control but do provide
contiguous spectral information over the 10% bagsdgar additional investigations.
Measurements of the net spectra through each sé¢ thendpass filters, measured at the output of
a single-mode fiber functionally identical to tlstwown in Fig. 3 (before crossing the vacuum
feedthrough), are shown in Fig. 4. These spectr@wneasured using an Ocean Optics
HR4000CG-UV-NIR spectrometer and calibrated redativa 3200 K blackbody reference
measured concurrently. The net spectrum throug® #% transmission bandpass filter has a
similar spectral slope to a 1567 K blackbody (inraerval from 770 to 830 nm), with an
arbitrary normalization factor.e, similar in spectral slope but not brightnessgerature). The
FWHM of the net spectrum (measurgiithrough this filter is 9.0%, smaller than theeiil
transmission FWHM because of the spectral slogee éffect of this spectral slope on
performance is analyzed in Section 5.4.

The output of the SM fiber shown in Fig. 3, instie vacuum chamber, is imaged with a 1:1
lens relay onto a pm pinhole. This pinhole acts as a spatial filleaking the illumination in
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Fig. 4. Measured net spectra of supercontinuumcggthrough each of six bandpass filters
(five 2% bandpasses and one 9.4%), with arbitrarynalizations. The black line is the
10% filter. The dotted line is a best-fit blacklydavith arbitrary normalization), with
7=1567 K. Each spectrum is a measured flux dgsé, units of [W/nm]), calibrated
concurrently with an external 3200 K blackbody refeee. These spectra are measured
emerging from a single-mode fiber before passimgviicuum feedthrough into the tank.

the coronagraph pupil more uniform, and ensurirg tine field surrounding the source is dark.
The measured illumination of the coronagraph psipaws a low-spatial-frequency intensity
variation that is essentially quadratic in pupdites, with the edges of the 30 mm pupil
approximately 2% fainter than the center. The mmessEpupil illumination also shows high-
spatial-frequency intensity variations of approxieia10% due to Fresnel diffraction of surface
features on optics not located in pupil planeg.( OAPs 1-4).

33 Elements of the L yot Coronagraph

HCIT coronagraph configuration for this milestoresr@nstration is a Lyot coronagraph with a
modified band-limited occulter. The concept of addimited coronagraph was introduced by
Kuchner and Traub (2002). For Milestone 2, the @iecwsed is similar to a one-dimensional
(1-sin@) fourth-order occulter, whose optical density (QiP)file (at 800 nm wavelength) is
truncated and smoothed by convolution with a Gamsginction. This smoothed pattern is
described in detail in Moody & Trauger (2007). Sfieally, the siné intensity transmission
profile is TeindX) = {1-[sin(x mW)/(nx w)]? 2, ODsind X) = —loguo Teind X), with w= 142um. The
truncation and smoothing gives @QIDx) = min[ODsind X), 8] ® G X) with

AX) = (2nc?) 2 exp[-¥/(267)], o = 9um. For practical reasons, the maximum transmisision
often less than unity, so the final transmissiof(ig = 7, 10 °°®®, for some maximum
transmission/y. This transmission profile is shown graphicatiyFig. 5.
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Fig. 5. (LEFT) Photo of Ni mask on fused silicdbstiate, (RIGHT) transmission profile of Ni
mask as measured through microscope. In the tiasiem profile, the red line is the
design profile, the blue line is the measured profBoth transmission profiles have b
normalized to unity at the peak transmissioa, 7{x)/ 7o is plotted.

For Milestone 2, the spatially varying transmisspafile is optically realized by spatially
varying thicknesses of Ni, deposited on a fusadssg8ubstrate. This occulter was fabricated at
JPL, using electron-beam evaporation of Ni, with shibstrate covered everywhere except for a
moving 20um x 15 mm rectangular slit. The motion of the dliting fabrication is controlled

at 1um increments, witlus dwell time precision. The measured transmisgiofile of the
occulter used here is shown in Fig. 5.

Because Ni has a large index of refractior (2.5 at 800 nm), regions of the occulter with
higher OD (lower transmission, thicker Ni) also @agreater optical path length in
transmission than low OD regions. The electritdfeemplitude transmission is therefore
complex-valued (with spatially varying modulus afdhse), which changes the coronagraph
behavior relative to a hypothetical occulter wiglalrvalued transmission. In addition to the
spatial variations in OD and phase, the OD andegh&® vary with wavelength. Ni was chosen
for this application because its OD and phase lesy with wavelength than other practical
materials, as described in Balasubramanian (2008 .worth noting that for two reasons, the
mask described here is not a band-limited masleasritbed in Kuchner & Traub (2002);
because by design its transmission is not zerar fof, and because its Fourier Transform does
not have finite support (both because of the cartian with the Gaussian, and because the
transmitted phase alters the real and imaginaryiute transmission components).

The fused silica occulter substrate is 2.25 mmkihaath a multilayer dielectric antireflection
coating on the face opposite the Ni profile. Wirestalled in the coronagraph, it is tilted 5
degrees about the horizontal axis so that lighecteéd from the occulter can be collected by a
beam-dump (seen in Fig. 2 as a reflected optiddl ppstream of the occulter).

The Lyot stop that accompanies this occulter i€desd by the intersection of two circles of

diameterD = 30 mm, with centers separatedelfly= 10.8 mm (e, € = 0.36), shown in Fig. 6.
This choice ot does not arise from an exact correspondence hathwvidthw of the occulter, as

10



Fig. 6. Shape of Lyot stop. The clear aperturthefLyot stop is the intersection of two circles
of the same diameter as the pupil stBpwith centers separated &£ (shown for
e = 0.36). Note that theD measurement in the figure is between centerseoflished
circles, and is generally not equal to the lineaithvof the open aperturé&, e D does
not equal the width of the open aperture betweersttid lines fog # 0.5).

may be the case in a band-limited Lyot mask. hhisiber instead is determined by simulations
of the system and the wavefront correction, asrdsst in Moody & Trauger (2007).

34 Wavefront sensing and control

While the speckle nulling wavefront control algbnt, as described in the M1 report and the M2
White Paper, was used successfully to demonstrateaMew algorithm has been implemented
that reduces the time to create a dark hole ané\ahbetter broadband performance. As such,
the description of the speckle nulling algorithnilwot be repeated here, as it was not used for
M2. The algorithm used for wavefront control imstdemonstration is the electric field
conjugation (EFC) method, described in more d@ta@ive’'on efal (2007). The basic aspects
are described here.

The EFC algorithm requires as an input an estiroatkee complex&field amplitude at the
science camera, in the region over which correstare desired, while a single intensity
measurement at the science camera measures omiguased modulus of thefield amplitude.
The phase of thé-field must be determined before wavefront cormettian be effective.
Wavefront sensing for this algorithm is obtaine@dimanner analogous to phase-shifting
interferometry (PSI), seeg Malacara (2005). The principle here is thatsimall changes in

the DM surface height, the first-order effect of DM is to add an electric field component in
the pupil plane, and therefore to add some eleb#ld component to the science camera image
plane as well (as propagated through the coronhyrefrom an initial DM setting, a series of
DM changes are chosen to add, at each pixel isghsing region of the image plane, a series of
four (or any number not less than three) “probdield components whose amplitudes are
constant but whose phases change through the.s&viesn each “probe” DM setting is applied
to the DM, a science camera image is saved. Tihef §ige images (one unprobed, four probed
images) then determines, through standard PSllasitms, the complex value of the unprobed
E-field at each pixel in the sensing region. Thepss referred to as wavefront sensing, the
estimation of complex image-pla#efields.

Given this complex:-field estimate in the sensing region of the saecemera image, and a
model of the coronagraph as a whole (includingDig occulter, Lyot stop, and optics), the
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Fig. 7. Block diagram of EFC wavefront control@ighm. A priori model of coronagraph,
including DM, occulter, Lyot stop, and optics defna simple “blaclkox” model of DM
control in 7a, taking 1024 DM voltageBpw(/y)., and producing complefields at
each of ~ 4000 pixels in the image plaBgy(x,)). To simplify the calculations, we
assume a relationship between DM voltages and tactheights /A v, vj), based on
calibrations. This gives a straightforward infleeron the comple&,,J(¢ V), but it must
be calculated at each of a number of wavelenghasys in 7b as., A1 andi,. The
image plane representation is then a linear funaiicg,,, EFC finds a nonlinear
solution forAsolving Em| = 0, which is overconstrained and yields a sotuthat
minimizes the squared residual®, the intensity.

wavefront control process becomes an exercisenfingar least squares optimization.

Specifically, we have a system with DM voltageisgh as inputs and science camera intensities

as outputs, and we want to find the DM voltageirsgstthat minimize the science camera

intensities over some control region of the imagais is conceptually shown in Fig. 7.

For broadband performance at the level of M2, iagtdm multiple wavelengths. &, multiple
bandpasses) are required. The mathematical fotiowilaf this problem is then that we want to
find a set of actuator height&u, v) that produces a ze#field everywhere (both real and
imaginary parts) in the controlled region at eaa@v&ength. In practical terms, this is an
attempt to use ~ 800 degrees of freedom (voltagesctuators that are not covered by the

30 mm pupil stop) to control ~ 12,000 image pl&rAkeld values (2,000 CCD pixels, each with
a real and an imaginadtfield component at each of 3 wavelengths). Arcesalution will not
be possible, so this is an optimization problemifig the minimum squared residuals. The
squared residuals are the science camera imagssiints, exactly what we want to minimize.
The unconstrained nonlinear least squares soligiarwell-understood math problem, and we
use an approach that is essentially a Levenbergiadt algorithm, seeg. Nocedal & Wright
(2006). This is an iterative approach, which idlweited to application on a testbed where the
real equipment differs at some level from the maeld to determine the solution, and on which
the DM may not act exactly as expected.
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The fundamental flow of the wavefront sensing amdextion is iterative. Each iteration
proceeds as follows:
1) Take an image with the 10% bandpass filter to datex “current” contrast values.
2) For each of three 2% bandpass filters, centeré@&t800, and 832 nm:
a. Take an image at the “nominal’ DM setting for theyation.
b. Take four “probe” images for four “probe” DM sefgis
c. Estimate complexXn(x;)) in the sensing region from 5 images for each
3) Calculate and apply a new DM setting based onttees,(x,)) maps.
In this scheme, no wavefront sensing is done u$ied.0% filter. The decision to use only three
2% filters for wavefront sensing and control insted all five available filters was made to
reduce the time to complete an iteration and sd¢erashieve a similar contrast in the end.

In practice, the total source throughput througthe€2®o bandpass filter is smaller than that of
the 10% filter, and the exposure times are longell, a single iteration including the 10%
contrast measurement and the wavefront sensingjtimee 2% filters takes a bit less than

40 minutes. This is significantly longer than tiapical speckle nulling iterations described in
the M2 White Paper (~ 7.5 minutes), but this aldponi requires far fewer iterations to reach a
given contrast level than speckle nulling and readbetter ultimate contrasts in broadband light
than speckle nulling. The relevance of this timdhiference in the context of milestone
performance will be discussed in Section 5, whei®shown that the milestone is achieved
regardless of whether the requirements are integras an elapsed time or as an accumulation
of iterations.

4 MILESTONE PROCEDURES

Here we collect the various definitions, procedueesl requirements that comprise the
Milestone 2 demonstration, as specified in the Mdee #2 White Paper (2006 Nov 28). The
definitions of terms, in Section 4.1, are copiedbatim from the White Paper, except in the case
of “speckle nulling,” which has changed substahtjand is explained in its own section. The
photometric procedures also differ somewhat froos¢hdescribed in the White Paper, and are
described in their current form in Section 4.2, fMalization of intensities to star brightness.”
Editorial comments to the verbatim text from the White Paper are italicized.

4.1 Déefinition of Terms

The M2 contrast metric requires a measurement of thasitteof speckles within the dark field
relative to the intensity of the central star. Hereedefine the terms involved in the
demonstration of M2.

Standard techniques for the acquisition of CCD esagre usea\We define a “raw” image to be
the pixel-by-pixel image obtained by reading tharge from each pixel of the CCD, amplifying
it, and sending it to an analog-to-digital converté/e define a “calibrated” image to be a raw
image that has had background bias subtractechendketector responsivity normalized by
dividing by a flat-field image. Saturated images avoided in order to avoid the confusion of
CCD blooming and other potential CCD nonlinearitiddl raw images are permanently
archived and available for later analysis.
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We define “scratch” to be a resting period of aste30 minutes, throughout which time the DM
actuators are held at equal voltages (e.g., 15 ¥agh actuator). The purpose of setting the DM
to scratch is (a) to provide a neutral as welltasdard starting point for subsequent DM
operations, (b) to allow any transient physicaeff to relax to a negligible level, and (c) to
provide a clean separation boundary between pre\iiv settings and those to follow.

We define the “star” to be a small pinhole illuntiead with broadband light relayed via optical
fiber from a source outside the HCIT vacuum walg( the super-continuum white light source).
The “small” pinhole is to be unresolved by the ogktsystem; e.g., ajim diameter pinhole
would be “small” and unresolved by the 2th FWHM Airy disk in anA25 beam at 800 nm
wavelength. This “star” is the only source of tighthe optical path of HCIT. It is a stand-in
for the star image that would have been formed talescope system in a space telescope.

We define the “algorithm” to be the computer coldat takes as input the measured speckle field
image, and produces as output a voltage value &ppked to each element of the DM, with the
goal of reducing the intensity of speckles.

‘Speckle nulling” had a particular definition aetlime the White Paper was written, with the
provision that HCIT may accommod&iew nulling algorithms for improved convergence
rates and better performance in spectrally brdachihation.” 7he algorithm used for M2 is
substantially different than the speckle nullingalthm used for M1, and is described in detail
in Section 3.4. The previous definition Is noteated here.

“Statistical Confidence.” The interpretation of maeed numerical contrast values shall take into
consideration, in an appropriate way, the statisticmeasurement, including, for example,
detector read noise, photon counting noise, arktctaunt noise.

The goal is to demonstrate with high confidence tiha true value of the contrast in the dark
field, as estimated from our measurements (seeoBet3), is less than the required threshold
contrast value®. The estimated true contrast shall be obtainet fitte average of the set of
approximately eight contrast values, each obtaméda new DM setting, measured in a one-
hour period. For this milestone the required thoisis a mean contrast @ = 1.0 x 10 with a
confidence coefficient of 0.90 or better.

At any time in the demonstration, the HCIT contiastubject to laboratory conditions, including
the quality of the optical components, their aliggmt) any drift in their alignment over time, and
the effectiveness of the speckle nulling wavefisaising and control cycles. With each iteration
our speckle nulling procedure attempts to imprdwedontrast metric, thus compensating for any
drift or changes in alignment that may have ocalsiace the previous iteration, and variations
may be expected due to experimental noise andimigtions in the algorithm. The distribution
of contrast metrics at each iteration is regardgerhadom (Gaussian) about a mean contrast for
the data set. In the unlikely event (no more thia@ in a given hour) of a failed iteration, that
data outlier will be eliminated from the data séle therefore consider the mean contrast as
representative of the achieved contrast for a sittaand the distribution of contrast
determinations among the eight DM settings for esthas a combination of both (random)
speckle nulling variations and random measuremeatse
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The mean contrast and confidence limits are congpiatéhe following manner. The average of
one or more images taken at each DM setting is tssedmpute the contrast metric. The mean
contrast for a set of approximately eight DM sefsinaken in a given hour is:
n

N C

c=)>) —+
wheren~ 8 is the number of individual DM settings and imagesach one hour set. The
standard deviatioteachin the contrast values obtained for individual DM settings within the
set, which now includes both the measurement raridehe (assumed random) contrast
variations due to changes in the DM settings fahespeckle nulling iteration, is:
L (-0

Geach = Z

o -1
Our estimatet is subject to uncertainty in the contrast measergsv. .. = o..../+//7 and the

independently-determined overall errors in photaynetno. With the assumption that the
contrast values have a Gaussian distribution ateumean contrast, the statistical confidence
that the mean contrast is less th’.%n: 1 x 10° is given by:

t A2

conf = e az

1
L

wheret=(G -0 /o ando =07+ 0 - The valuest ando are the milestone metrics.

4.2 Normalization of intensities to star brightness

The absolute brightness levels measured at thecgceamera have no intrinsic significance, but
the relative brightnesses of different parts ofithage plane are significant, and most
importantly, the brightnesses in the image plartd thie coronagraph fully assembled should be
referenced to the brightnesses in the image platietiae occulter laterally offset, as described
below. The goal of interpreting measured brighteesvith an assembled coronagraph is then to
normalize them to the peak brightness of the “untted star.”

When imaging the source star through the coron&graiph reference to Fig. 2, a “first image”
of the source is formed at the occulter plane. ddé®ulter need not be centered on this image.
In a perfect system (perfect optical surfaces, rsalgnments) with a band-limited Lyot
coronagraph, the appearance of the image at thecgccamera (after propagating through the
entire coronagraph) will have a point-spread fuore{iPSF) defined by the shape of the Lyot
stop, with total throughput determined by the istgntransmission of the occulter at the
location where the first image lands. In this igeal (aberration-free, band-limited) condition,
the PSFs for different star first image locatioharge only by total throughput, not by
morphology. When the first image of the star lamnthere the occulter intensity transmission
reaches its maximum valué (see Section 3.3), the science camera measuigsga whose
peak intensity defines the normalization factobéoapplied to all subsequent images, regardless
of location. The science camera image in this igonétion is referred to as the “unocculted
star” image. An example is shown in Fig. 8.
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fully assembled

unocculted

|Oglo /
r= /c,max/ (Iout

Fig. 8. Sample (LEFT) unocculted star and (RIGld33embled coronagraph science camera
images. The hatched region on the right is therdRSF region. The left colorbar shc
normalized intensities of the unocculted image,ritpet colorbar shows normalized
intensities of the fully assembled image. For alesd range of DM settings, the ratio of
unocculted peak intensity to the outer PSF intgngith an assembled coronagraph is
constant to ~ 3%. The curves above the imagesadter transmission plots, with a
dotted line at the location of the first image.

In a real coronagraph, optical aberrations andadewis of the occulter from a band-limited
profile change the measured PSFs. For examplb,tiast first image of the star centered on the
occulter, intensities in some parts of the scieaaera image reach Ff the peak unocculted
star brightness. This level of aberrations thefinds the range of brightnesses that must be
accommodated to compare unocculted images to agsgtironagraph images.

The supercontinuum source brightness varies fara¢veasons, notably the room temperature
and the bandpass filter selection. It is thenrdés to have a concurrent photometric reference
in each science camera image, traceable to thermpeagured intensity of the unocculted star
image. The intensities of the outer regions ofRB& of the fully assembled coronagraph have
proven empirically to vary with the full range ofMDsettings and other reasonable operating
conditions (location of the first image of the stelative to the occulter, ambient temperature,
etc) only at the 10% level, and for the range of Daftings of interest during quasi-steady-state
operation, to vary only at the 3% level. The gaufatormalization is then to establish the ratio of
peak unocculted star brightness to the brightmessregion of the outer PSF with the
coronagraph fully assembledd, the first image of the star centered on the begy which is
assumed to be constant to ~ 3%. This outer PS&reppears in every subsequent science
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image (just as in Fig. 8), and provides exposure&iposure normalization to the unocculted star
peak regardless of source brightness.

As mentioned above, the science camera image baghtwith an assembled coronagraph
reaches ~ 10 of the peak unocculted star brightness, requitiiglevel of dynamic range
between measurements of unocculted and assembédg@smo establish the normalization. This
dynamic range is too large to be accommodated bBggihg exposure times; assembled
coronagraph images begin to saturate the CCD afi@nv seconds, so unocculted images would
saturate in ~ 1@s, too short for a mechanical shutter to accomnsdat

The aperture stop in the supercontinuum sourcestedaty attenuate the source output by as
much as 1T, a larger factor than the TQrequired for normalization. The net effect of the
aperture stop can be represented as a reductsmuode brightnes§= A &, whereSis the
output source brightnesd, is the attenuation from the aperture stop {¥04 < 1), andS is the
maximum source brightness. In addition, the la@caof the first image of the star on the
occulter can be positioned to see any occultengite transmissiory within the 10° practical
range between fully assembled (with aberrationd)wamocculted.

The practice adopted by HCIT to establish the sitgmormalization is to begin with an

aperture stop attenuation 4§ ~ 10°, unocculted { = 7g), with an exposure time chosen to

avoid CCD saturation. The occulter is then mowethat the star location gives

7(X) = 71 ~ 0.1 7, (10x less light at the camera), an image is taltesn the aperture stop is
opened to4; ~ 10 (i.e, 10x brighter tham) and another image is taken. The exposure time is
the same for all images, producing intensities #nateither close to saturation or close to

0.1 x saturation. This cycle of decreasifignd increasindi is repeated untif = 7mi, and

A =1 (an unattenuated, fully assembled coronagraplg). 9 gives a graphical representation of
this sequence of images, requiring only two cytdeseach7 = 7, A = 1, instead of the five
cycles used in practice on HCIT.

For each pair of images at the saméaken withA4,1 andA)), a region of the image is chosen,
in which sufficient light is present to use foribehtion. The first image region, taken through
To, is the single peak pixel. Given these regiorsgquence of ratios is calculated, relating the
light from the image througi; to the light in the image taken throu@h., both withA;. A final
ratio, taken with7m,i, andA = 1, references the “outer PSF” region (see Big.The ratios are
defined as; = (/enor 75 A1))i | {fe.nored Ti1,A)) 41, Where(...);iS a mean over regionh The
cumulative ratior =TI ;s is the normalization constamts /¢ normmax/ {(/cnormout. 1N €VErY
subsequent assembled coronagraph image, the npatiaii is

(%)) = 1e(x ) 1 (r{Je)oud)-

This normalization process is meaningful assumivag the source brightness does not
significantly vary between two images taken wiftand 7;:1 but the samel; Any source
variations between these images will produce aor émrthe measurement gf In practice,
multiple images are taken in each configuratiorihtto estimate and to mitigate this error. The
source brightness fluctuations, while not carefgiyantified, seem to exhibit the most power at
low temporal frequencies (timescales longer thamr$)arather than in the ~ 10 s timescales over
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Txsa) = To Txa) = 10%°T0  T(Xea) = 10° 75

_move occulte>
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Fig. 9. Graphical representation of photometridocation for image normalization, done in two
stages. The rows reflect different source atteonstA4. The columns reflect the
occulter position/.e, different offsets between the star and occugming different
levels of transmission]. The regions of the images (black or white sgsjarewhich
intensities are calculated for the flux ratios e same for images in the same column.
The intensity scaling for all these images is shawthe color bar, measuring
representing “detector numbers” (DN) at the sciecam®era (&, before normalization).
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which this technique is sensitive to fluctuatiors. a single DM setting, the entire calibration
process is repeatable at the ~ 2% level.

The interpretation of normalized intensities isrthieat an image at the science camera has been
normalized by a single scale factor so that ifdbeulter were instead “removed,” with no other
changes to the system, the peak intensity wouleé baen unity. The full science camera PSF as
measured is intrinsically related to the input staage as seen without an occulter (but with the
Lyot stop in place). This normalization uses pyeghpirical measurements, which
unambiguously establish the reference for all igitéas, regardless of the actual shape of the
PSF, the relationship between the aperture stophendutput brightness, the actual transmission
profile of the occulter, or any nonlinearities eceived flux as a function of exposure time.

4.3 Contrast M easurements

The normalized intensities obtained through the@dare described in Section 4.2 are an
excellent description of the PSF of the star as se®ugh the assembled coronagraph, but do
not directly describe how bright the wings of t@r SF would be relative to the core of a
nearby planet PSF. The occulter intensity transioms 7{x), will attenuate the planet PSF, so
when referencing intensities to the brightness plhaet, the occulter transmission must be
divided out. There are then two useful representatof the star PSF as seen through the
assembled coronagraph: the normalized intensitheoPSF (described above in Section 4.2) and
the contrast, described here.

Contrast is defined at each pixel as the relatnghiness of a planet centered at that pixel whose
PSF peak intensity would equal the star PSF inteasithat pixel. In other words, at a pixel
where the star PSF contrast i$%@he addition of a planet 10as bright as the star centered at
that pixel would double the measured intensityhat fpixel. Algebraically, the contrasis
defined as

axy) = (x)y) Td T(x)).
As a practical matter, because the difference batwiee designed and measured occulter
transmission is not significant, thé7, used to calculateis the designed transmission profile as
defined in Section 3.3.

The star PSF “contrast” as defined here has solagareship to a detectability threshold,
depending on the observing strategy. For a singdge, in which CCD read noise and shot
noise were negligible, the star PSF contrast isa@mately a unity signal-to-noise ratio (SNR)
planet brightness threshold, which is an underedtf the minimum brightness of a planet that
could reasonably be detected. If multiple imagas e taken with some offseltq, a telescope

roll angle), then the minimum detectable planetlmamuch fainter than the star PSF contrast, as
demonstrated in Trauger & Traub (2007). Spectrfarmation gg., multiple bandpass filters)

can similarly make fainter planets detectable enghesence of a finite star PSF contrast. This
contrast metric should be interpreted as an inpattbtal error budget, not as a direct
detectability threshold.

For the purposes of reducing the data to a manégeatent, for every iteration, two scoring
regions are defined, and the pixel-by-pixel cortvasues in each scoring region are averaged to
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give two mean contrasts. The first scoring reggoa 1 x 1A/D box, ranging from

4 < —-x(MD)<5and-0.5 9/(A/D) < 0.5, named the “inner scoring region,” corrextiag to
the inner working angle of interest. The secoratiag region is defined byx> 4 /D,

r< 10A/D, a “D"-shaped region with area ~ 79/)?, called the “outer scoring region,”
representative of a large search area. The imogmng region is a subset of the outer scoring
region. In each iteration, all of the pixel-by-pbcontrast valueg(x;)) in the inner scoring
region are averaged to gigg, andd x,)) in the outer scoring region are averaged to give

4.4 Success Criteria

As in Section 4.1, editorial comments not preserthe M2 White Paper are italicized.

1)
2)

3)

4)

lllumination is spectrally broadband with a bandimid)/A, of 10%, centered at a
wavelength\, in the range between 500 and 800 nm.

A mean contrast metric of 1 x Y@r smaller must be achieved in both an outer targe
dark area ranging from 4 to 2g/D and an inner area ranging from 4 ta,D.

Criteria 1 and 2, averaged over data obtained dwiperiod of one hour or more, must
be met with a high confidence of 90% or better.i¢gity a new contrast field image is
obtained at the end of each sensing cylefe original wordingapproximately every
eight minutes, for a total of about 8 images perrhdsince the time of the M2 White
Paper, the algorithm has been modified and eaddtive cycle takes 40 minutes. This Is
described in Sections 3.4 and 5Ihe mean contrast obtained from the hour-long éatas
constitutes our best estimate of the achieved asntr

The above tests will be repeated to produce a tbialdata sets, each starting from
“scratch,” with starting times distributed over eripd of three days or more.

4.5 Certification Data Package

The following data package requirements are cofpced the M2 White Paper, followed by a
section identifier to locate these products in thgort.

1)

2)

3)

4)
5)

6)

A narrative report, including a discussion of hoacle element of the milestone was met,
an explanation of each image or group of images;auiate tables and summary charts,
and a narrative summary of the overall milestorteea@ment. Section 5

A description of the optical elements, their sigraht characteristics, and their layout in
the HCIT. Sections 3.1-3.3

A tabulation of the significant operating paramstef the apparatus, including
temperature stability Appendix 2

A calibrated image of the reference star, and &mate of photometry errorgig. 8

Calibrated images of the occulter transmittancéepatand/or the measured transmittance
profile. Section 3.3

Spectrum of the broadband light and an estimatbeointensity uniformity and stability
of the illumination reaching the defining pupil ¢ae DM). Section 3.2
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7) A contrast field image representative, within ednmits, of the super set of data, with
appropriate numerical or color-coded or grey-scalded contrast values indicated, and
with coordinate scales indicated in units of Aiigtdnce Xo/D). Fig. 1

8) A contrast metric value for each target area iheamtrast field image,e, the super set
of data, in tabular formAppendix 1

9) Statistical data on the super set, including tlobagllaverage metric value and associated
uncertainty, as well as a summary of the averag#esowvithin each data set and among
all images in super setSection 5.2, Tables 1-2

5 NARRATIVE REPORT

Here we describe how each element of the milest@semet, with an explanation of the data
obtained, analysis of the images and the contrastienillustrated with appropriate tables and
summary charts, and a narrative summary of theatlveilestone achievement. We provide
graphs and tables of the contrast metric for thenrand outer target areas in each contrast field
image.

5.1 Definition of mage Plane Regions

There are five regions of the image plane at tiense camera, defined at various points in the
preceding sections, that are of interest to theerment. These regions are a probed region, a
controlled region, an outer PSF for normalizat@am,nner scoring region, and an outer scoring
region. These regions are illustrated in Fig.ed@ept for the outer PSF region that appears in
Figs. 8 and 9.

Probed -4

Controlled——__ |

Outer
scoring

Inner/

scoring

Fig. 10. Graphical description of image plane oegi The grey boxes outline the probed
regions, where DM probes enable complex image-pfafeld estimation (wavefront
sensing). The reverse-D shape outlined in blatkasontrolled region, where the
wavefront control algorithm creates a dark holée Teversdd shape outlined in white
the outer scoring region, and the small box oudlimered is the inner scoring region,
where contrast is compared to the milestone reongings

21



The probed region is defined by the form of the piMbes applied during wavefront sensing
(see Section 3.4), and was somewhat arbitrarilgehao span 2.5 «/[A/D)| < 12,

-12 <)/(MD) < 12. This region is essentially formed as arlesurransform of the differential
DM surface change during probing, and represemtisaitea over which the observed image
plane intensities are modulated by the probessugs, its “edges” in the image plane are
smoothed by the finite number of actuators, anditiage plane pattern (the region where the
intensities change when probing) is symmetric bystaction.

The controlled region is defined internally to thavefront control algorithm, by choosing which
image plane pixels to make corrections to. It¢an have a “smoothed” edge, by applying
different weights in the control algorithm to therections applied to individual pixels. A
generic feature of the wavefront control algoritheed is that the “uncontrolled” pixels adjacent
to the edges of the controlled region generallyaase in intensity, so the controlled region is
chosen to be a bit larger than the scoring regio@oid scoring the “edge” effects.

The outer PSF is a region of the image that idively unaffected by changes in the DM
settings. The presence of fine features, (high spatial frequencies) in the DM’s shape gjesn
determines the distance from the star to the d®R&. One immediate implication is that the
distance to the outer PSF must be greater thacotinesponding Nyquist frequency, 18D. In
practice, the location of the outer PSF used femadization is chosen to be between 25 and
40 A/ D, which has empirically shown little variation (%3 when changing DM settings.

The inner and outer scoring regions are defindtlenM2 White Paper, repeated in Section 4.3.
There is no smoothing of the edges of this regBixels are chosen to belong to the scoring
region or not based on both the coordinate locatafrthe center of each pixel and the pixel
scale of 4.87 pixels MD). The pixel where the unocculted star intenséghks is defined to
have a center ai()) = (0,0), and every other pixel center differscsiand ) by integer multiples
of (1/4.87)M/D. The inner scoring region contains 25 pixels, én@outer scoring region
contains 1871 pixels. The averag&,)) contrast values over these pixels detime&and ., the
reduced contrast values for each iteration.

52 DataAcquisition

The requirements described in elements 3 and 4ctidh 4.4 set forth a timeline over which the
contrast measurements were taken. Fig. 11 shgnaphical timeline of contrast measurements
taken over 1 week, chosen somewhat arbitrarily feolonger data set of similar performance.

In that week there were 7 acceptable contiguous skets with good broadband contrast which
were separated by DM scratch settings.

Table 1 lists the times during which the DM scrateltings were applied and the start and stop
times of the M2 contrast data sets. Each scrattimg lasts more than 30 minutes, there are 7
data sets whose mean contrasts in the inner aed sadring regions are below 20the

duration of each data set is greater than 1 hbamtimber of iterations in each data set is at leas
8, and the total time between data sets is grédzdear3 days.
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Fig. 11. Mean contrast per iteration, in the ins®oring region (black) and outer scoring region
(blue), versus time. Red denotes time intervalewihe DM was set to scratch. Green
denotes intervals when at least 8 contiguous itarateach had both mean contrasts
below 10°. The hatched region is ¢ >0 The small error bar (circled) at the top right
is the largest of all sets (see Table 2), dominated by calibratiacertainty.

By changing the wavefront sensing and control algor, the duration of a single iteration for
M2 (~ 40 min) is very different than it was for M& 7 min). The White Paper timing
requirements were then written to equate an hoapefation with eight iterations. Now that
one hour of operation equates to 1.5 iteratiorestithing context of the White Paper may be
interpreted to place significance on one hour oeight iterations. We show in the next section
that the contrast requirements are met under dithenpretation.

5.3 Image Analysis and Contrast Metrics

Section 4.1 defined the statistics to be examinkednianalyzing science images. In particular,
estimates o&meanandocpnot define the limits of a 90% confidence intervalnsmlered here as a
success criterion. We have estimated from hisibdata that the photometric calibration
changes by less than 3%, so we adggs: = 0.03 ¢ as the rms error for a set, a conservative
estimate. The estimates@feancome from the individual data sets. The valueslted in

Table 2 conform to the interpretation of M2 requgriat least 8 iterations per set. In all cases,
the photometric uncertainty dominates the totakutainty. Under the assumptions laid out in
Section 4.1 (specifically, Gaussian errors), a sided 90% confidence interval can be estimated
around the measured mean contrast in each re@iba.upper limit to this 90% confidence
interval, @ (appearing in the last column of Table 2), isfihal discriminator used by the M2
White Paper as a criterion for success. Our marfiguccess is measured by the degree to which
the @ values for inner and outer regions, over all dats, are all well below I8 When using

the alternative interpretation on iterations regdifor M2, using only two iterations per set, the
Gy Nnumbers are lower than in Table 2 and are notdédu separately. There were no “failed
iterations” as defined in the “statistical confideh description of Section 4.1.
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Start time Stop time Num
(UTC) (UTC) Duration iterations & x10'° g  x10"

Scratch 1 | 2008 May 21 2008 May 21  0:33:51
17:50:1¢ 18:24:0¢

Set 1 2008 May 22 2008 May 23 25:44:44 33 5.0 6.5
01:06:4¢ 02:5132

Scratch 2 | 2008 May 23 2008 May 23  0:31:49
04:39:0¢ 05:10:5¢

Set 2 2008 May 23 2008 May 23 5:33:03 8 54 6.4
16:51:1¢ 22:24:2:

Scratch 3 | 2008 May 23 2008 May 24  0:31:46
23:55:0¢ 00:26:5¢

Set 3 2008 May 24 2008 May 24 13:35:20 18 4.7 6.1
02:09:5¢ 15:45:1¢

Scratch 4 | 2008 May 24 2008 May 24  0:36:30
18:37:5( 19:14:2(

Set 4 2008 May 24 2008 May 25 7:56:25 11 4.8 6.0
20:56:2¢ 04:52:5(

Scratch 5 | 2008 May 25 2008 May 25  0:35:13
06:42:1¢ 07:17:2¢

Set 5 2008 May 25 2008 May 25 9:39:19 13 4.2 5.9
09:50:0: 19:29:2(

Scratch 6 | 2008 May 25 2008 May 25 0:36:53
21:05:1: 21:42:0¢

Set 6 2008 May 25 2008 May 26 6:20:18 9 44 6.1
23:33:5¢ 05:54:1«

Scratch 7 | 2008 May 26 2008 May 26 0:35:32
07:33:1¢ 08:08:5:

Set 7 2008 May 26 2008 May 27 15:58:45 21 4.4 5.9
09:47:31 01:46:1¢

Table 1. Timing of DM resets and milestone dataasgquisition.

Over the entire dataset, the global mean conteastd.7x10" and 6.2x10' for the inner and
outer regions.

Fig. 11 (and Table 2) shows a trend toward lowertrest over time. This is most clearly seen in

the contrast values of the outer scoring region¢clwhave less measurement noise. This has two
immediate consequences: with more iterations,ritasonable to expect better contrast numbers,
and thesmean€Stimates are an overly conservative measureeafutrent performance because

the variations from iteration to iteration in theasured data are not independent of one another.
Both of these consequences support the conclusairhe results presented here are in no way
marginal results and that T@ontrasts have been achieved.

The specificity of the statistical requirementshie M2 White Paper was an outgrowth of the
need to define exactly the acceptability of the pétformance. The M1 results measured
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&Xlolo Ceach$ 1010 Omean® 1010 Gphotx 1010 leolo @Oxlolo

Set 1, inne 5.03 0.17 0.03 0.15 0.15 5.22
Set 2, inne 5.40 0.40 0.14 0.16 0.21 5.68
Set 3, inne 4.67 0.10 0.02 0.14 0.14 4.85
Set 4, inne 4.79 0.25 0.07 0.14 0.16 5.00
Set 5, inne 4.23 0.14 0.04 0.13 0.13 4.40
Set 6, inne 4.38 0.24 0.08 0.13 0.15 4.58
Set 7, inne 4.36 0.18 0.04 0.13 0.14 4.54

Table 2. Statistics for data sets, each encompgsdiiiterations (not less than 8) listed in
Table 1 (e, coded in green in Fig. 11).

Gn ~ 9x10*° with some iterations over T0 The marginality of this data demanded an exact
definition of the statistical measure of succeBle M2 data satisfy the requirements with an
appreciable margin (by nearly a factor of 2 in meantrast). The statistical analysis presented
here describes this adequately, but is somewhatruwpus given that Fig. 11 shows such a clear
difference between the requirement and the measntsm The improvement from M1 to M2 is
mostly attributable to the improvements in the wew@ control algorithm, which allows more
rapid convergence and better final numbers thasplekle nulling algorithm used for M1.

54 Wavelength dependence

Images are taken in three of the 2% bandpasssfifsse Fig. 4) to perform wavefront sensing.
The complexE-field estimates are used by the correction algorito determine the appropriate
wavefront control in each iteration. These threetmlled bandpasses, along with the two
uncontrolled 2% bandpasses (see Section 3.2),gedie spectral resolution elements covering
the 10% bandpass defined by M2, from 760 to 840 hese images, through all six bandpass
filters (one 9%, five 2% bandpasses) in one iteratare shown in Fig. 12.

The images taken in each 2% filter are indepengewtimalized as described in Section 4.2. A
sum of these 2% images, with some weighting of éactipass, represents the image of a star
with a synthetic spectrum determined by the weigint$ the measured bandpass net spectra
(from Fig. 4). The contrast in the inner and owt@ring regions is then the mean of the 2%
contrasts, weighted by the same weights that défiesynthetic star spectrum. Any chosen set
of weights defines both a synthetic star spectrachasynthetic contrast (integrated over the
bandpass).
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9%, 800 nm 2%, 768 nm 784 nm 800 nm 816 nm 832 nm

Fig. 12. Normalized intensity images across sixdpass filters. The bandpasses of the filters
are listed below the images. This is iteration #bPn set #3.

Contrast as a function of wavelength, taken froengame iteration as Fig. 12, is shown in
Fig. 13. The contrast in each 2% bandpass isheddw 10°. It must then be true that any
weighted mean of these contrasts with nonnegateights will also be below I8 which
implies that any synthetic star spectrum with n@atee weights will meet the M2 mean
contrast requirement.

The first synthetic star spectrum to be analyzeahtjtatively is formed by an equally weighted
sum of the five independently normalized 2% bandgss This equal weight spectrum is shown
in Fig. 14. The equal weight spectrum has a FWHI. 8%, broader than the 9.0% FWHM net
spectrum from the broadband filter (Fig. 4). Thatcast values for this equal weight spectrum,
which are the mean of the measured 2% contrasts,tbg entire data set are shown in Table 3.
They are nearly equal to the contrasts measureddghrthe 9% filter.

10-10%% ;
8-10%°} i
6110k ------{zmmmmmmmm s

D A A S N s
4.10%} .
, | |
2-10%°} .
O L | L | L | L
760 780 800 820 840
A [nm]

Fig. 13. Contrast vs. wavelength, same data aslRig The bandpasses of filters are represt
here as “square” bandpasses. Black linegarblue lines arey,. Solid lines are 2%
bandpasses, dotted lines are the 9% bandpasshaldteed region is> 10°.
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Fig. 14. Synthetic star spectrum formed by equagits on five independently normalized 2%
bandpasses (solid line) and flat spectrum (dotte.| The bump at 77&m is where tw
neighboring filters overlap more than at other marres. The equal-weight FWHM is
77.5 nm, or 9.7%, the flat FWHM is 10.0%.

The second synthetic star spectrum to be analyaadtiatively is a perfectly flat spectrum (in

£.), with exactly a 10% fractional width, also shoimrFig. 14. An exact calculation of the
contrast that would be measured from this spectvonnd require knowledge of the contrast as a
unction of wavelength with the same spectral ragmiuas Fig. 4 (approximately 0.25 nm). We
estimate this relationship using a quadratic ficomtrast vs. wavelength (see Fig. 13), assuming
that the measured 2% contrasts were measured fesegith exactly the net 2% spectra shown
in Fig. 4. Using these quadratic fits (to five tast measurements for each inner / outer region
in each iteration), the contrasts are integratedt the flat spectrum to estimate the observable
flat 10% contrast. These numbers are tabulatdalite 3, and are all within 18 of the equal
weight contrasts.
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Equalc, g, Gnoo Gueo| Flatc ¢, Gnoo  Guteo
Setl 55 6.6 57 6.8 55 6.6 57 6.9
Set 2 49 6.3 51 6.5 49 6.3 5.0 6.6
Set3 47 6.0 4.8 6.3 47 6.1 438 6.3
Set4 47 6.1 4.8 6.3 47 6.1 48 6.4
Set5 40 59 42 6.1 40 59 42 6.1
Set 6 43 6.1 45 6.3 43 6.1 45 6.4
Set7 45 58 4.6 6.1 45 59 46 6.1

Table 3. Inferred contrast values for synthetir spectra, multipled by 10 “Equal” contrasts
represent an equal weight synthetic spectrum (dakdin Fig. 14), “Flat” contrasts
represent a flat synthetic spectrum (dotted linEign 14).

6 CONCLUSIONS

This report described the equipment and procedised to control coronagraphic images at
levels of interest to flight missions, both in catticontrast level and in spectral bandwidth. Our
results meet the requirements set out in the MifesR White Paper to demonstrate this
performance.

Table 2 contains the statistical analysis of thef@¢tional bandwidth contrast data, showing
that the measurements presented here are bettet@adn the inner and outer regions of the
images. Table 1 shows that the correction algerithn maintain this contrast level over many
hours, and even over many days if not continuingeget the DM periodically. Table 3 shows
that careful analysis of the spectra imply thatfthiel0% fractional bandwidth would produce
contrasts well below the milestone requirements.
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APPENDI X 1: TABULATED CONTRAST VALUES

Table 4 contains the, and g values multiplied by 1% for every iteration from Table 1.

Set| lter. Gn Gout | lter. Gn Gut | Iter. Gn Gut | lter. Gn Gout

1 1 4.2 6.7 2 4.6 6.6 3 4.4 6.5 4 53 6.5
5 55 6.5 6 6.0 6.7 7 5.1 6.6 8 6.0 6.6
9 6.2 6.8 10 4.6 6.3 11 6.1 7.0 12 5.7 6.8
13 4.9 6.1 14 5.2 6.7 15 7.9 7.4| 16 55 6.8
17 4.6 6.5| 18 3.9 6.3 19 4.2 6.4 20 4.0 6.4
21 4.2 6.5| 22 4.4 6.3] 23 4.6 6.4 24 5.0 6.5
25 6.5 6.6| 26 4.2 6.2 27 4.1 6.2| 28 3.5 6.1
29 4.1 6.1] 30 4.1 6.2 31 6.6 6.8 32 54 6.3
33 5.3 6.3

2 1 7.3 8.4 2 6.7 6.3 3 4.8 6.2 4 53 6.2
5 5.7 6.3 6 4.3 6.1 7 5.0 6.0 8 4.1 6.0

3 1 54 6.6 2 4.4 6.1 3 51 6.1 4 4.4 6.1
5 4.5 6.0 6 4.6 6.1 7 4.1 6.1 8 4.1 6.0
9 4.5 6.0/ 10 4.1 59 11 4.3 6.0 12 5.0 6.1
13 51 6.1 14 45 6.0 15 4.8 6.0, 16 4.9 5.9
17 51 6.1| 18 5.2 6.0

4 1 4.2 6.3 2 5.8 6.2 3 5.0 6.0 4 4.1 5.8
5 4.3 6.0 6 4.7 6.1 7 4.7 5.9 8 6.8 6.1
9 4.4 58| 10 4.8 59| 11 4.0 6.0

5 1 4.6 6.7 2 4.2 5.9 3 4.0 5.9 4 4.0 5.8
5 4.1 5.8 6 4.5 5.8 7 5.0 6.1 8 3.2 5.8
9 3.6 59| 10 4.4 58| 11 4.8 58| 12 4.7 5.9
13 3.9 5.7

6 1 4.8 6.5 2 4.0 7.1 3 5.7 6.2 4 3.7 5.8
5 4.4 6.0 6 5.2 5.8 7 3.8 5.8 8 3.7 5.8
9 4.1 5.8

7 1 4.7 6.3 2 4.5 6.1 3 4.6 6.0 4 4.7 5.9
5 4.4 5.8 6 4.4 5.8 7 4.0 5.8 8 4.5 5.9
9 7.3 6.4 10 3.4 59| 11 4.2 6.1 12 3.8 5.8
13 4.3 58| 14 4.6 59| 15 4.3 57| 16 3.1 5.8
17 3.5 57| 18 4.0 59| 19 4.6 58| 20 3.9 5.7
21 4.5 5.7
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APPENDIX 2: THERMAL ENVIRONMENT

HCIT contrast performance depends on some envirotaheonditions, most notably
temperature. Approximately 40 temperature readamgdogged continuously during normal
operation of HCIT, from sensors on the tank, tablgl, optics, camera, and room. The degree
of correlation of any performance metric to anyhase sensor readings has not been quantified
to date. Fig. 15 is a plot of the temperature iregglon the table and on the DM, to allow some
general characterization of the stability of therthal environment.

T[C]

71C]

21 22 23 24 25 26 27 28
Days since 2008 May 0 00:00
Fig. 15. Temperature readings from (TOP) DM an@TB OM) table top, over the same time
period as Fig. 11. Thé& scales are different for the two plots. This ¢ai@imperature
sensor is located in the top-right corner of Rigwhere the coronagraph is most sens

to motion. There is an obvious anticorrelationNmsn these two temperatures. The rms
fluctuations over the full week of readings are K for the DM and 44 mK for the table.
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