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In this paper we examine approaches to faint companion detection and estimation in multi-spectral images. We
will employ the Hotelling observer, which is the optimal linear algorithm for signal detection. We have shown
how to use this observer to estimate faint object position and brightness in the presence of residual speckle,
which usually limits astrometric and photometric techniques. These speckles can be reduced by differential
imaging techniques such as Angular Differential Imaging and Spectral Differential Imaging. Here we present
results based on simulations of adaptive-optics-corrected images from an Extremely Large Telescope (ELT)
that contain quasi-static speckle noise. The simulation includes Angular Differential Imaging and Spectral Dif-
ferential Imaging to reduce the residual speckle and subsequent multi-wavelength processing. We examine the
feasibility of this approach on simulated ELT observations of faint companions. © 2010 Optical Society of

America

OCIS codes: 010.1080, 030.6140, 100.2960, 100.4993, 100.5070, 350.1270.

1. INTRODUCTION

The direct imaging of faint companions in high-contrast
adaptive optics images is limited by quasi-static speckles
present in the point-spread function (PSF) of the parent
star [1]. Our approach to overcoming this limit combines
PSF estimation from multi-wavelength data with the use
of a prewhitening matched filter, referred to as the Hotell-
ing observer, to perform the differential photometry and
astrometry. This approach is combined with classical dif-
ferential imaging to reduce the effects of speckle noise.
We concentrate on cases where the faint companion (Am
=10) is located well within the bright halo of the parent
star.

The Hotelling observer is sometimes referred to as a
prewhitening matched filter [2,3]. In the process of pre-
whitening, the data are divided by the data covariance
matrix with the aim of producing spatially stationary, un-
correlated noise. The data covariance model requires a
good PSF estimate; the PSF estimate is used to subtract
the signal of the bright star from the image (PSF subtrac-
tion), flatten the residuals (prewhitening), and estimate
the companion signal via matched filtering.

Our current study is based on simulations of adaptive-
optics-corrected images from the European Extremely
Large Telescope (E-ELT) with added quasi-static speckle
noise. The simulated data were created using the end-to-
end AO simulation package PAOLA [4]. The simulation
includes Angular Differential Imaging (ADI) [5] and Spec-
tral Differential Imaging (SDI) [6]. The simulation takes
into account the strong methane absorption feature of gi-
ant planets and brown dwarfs modeled by Marley et al.
[7], where there is a large change in the flux of a compan-
ion from 1.4 um up to 2 um. The data were simulated at
two wavelengths, A=1.8 um and 1.64 um. The companion
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is bright at 1.8 um, Am;g,,=10, and faint in the
1.64 um data set, Amq g4 um=15.

In Section 2 we introduce the difficulties in calculating
differential astrometry and photometry of faint compan-
ions in the presence of quasi-static speckles. Two differen-
tial techniques to reduce the level of speckle noise are also
reviewed. In Section 3 our approach to PSF estimation
from multi-wavelength data is presented. The Hotelling
observer for computing astrometry and photometry is de-
rived in Section 4 and our combined algorithm in Section
5. This is followed in Section 6 with a comparison of the
astrometric and photometric accuracy of the estimated
PSF. The paper concludes in Section 7 with a discussion of
the performance of the algorithm and some suggestions
for future study.

2. QUASI-STATIC SPECKLE NOISE

Attempting to detect a faint companion above the bright
halo produced by diffraction wings in stellar images is
very difficult. When imaging with adaptive optics from
the ground, the uncorrected part of the incoming wave-
front will produce a random intensity fluctuation in this
halo. This pattern is referred to as residual speckle. These
residual speckles arise mainly from two sources: short-
exposure “atmospheric” speckles pinned to the diffraction
pattern of the telescope and quasi-static speckles from
uncorrected aberrations in the system, e.g., imperfections
in the adaptive optics (AO) optics [8]. These instrumen-
tally induced quasi-static speckles [5] will not average out
over time [8,9], but produce a time varying PSF.

In order to reduce this quasi-static speckle noise, Ra-
cine et al. [6] proposed to subtract images taken simulta-
neously at two different wavelengths. Two procedures are
needed before the images are subtracted: [10]:
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1. one of the frames must be rescaled, as the speckle
pattern size is proportional to \.

2. the bandpass filters must be close together to pre-
serve the similarities in the speckle structure.

Using this method speckle noise attenuation on the or-
der of a factor of ~2 has been reported [5]. Another differ-
ential technique is ADI [11], which is similar to the roll
deconvolution technique, developed to reduce the effect of
static aberrations in the Hubble Space Telescope.

This approach consists of acquiring a sequence of im-
ages with the telescope’s instrument rotator turned off.
The stability of the quasi-static PSF structure is im-
proved while the field of view with respect to the instru-
ment now slowly rotates over the course of the observa-
tion. The ADI approach reduces speckle noise in two
steps:

1. removal of correlated speckles by subtraction of a
reference PSF,

2. averaging of the residual noise by combining the re-
sidual images after the field of view is re-aligned by
de-rotation.

The reference PSF is created from the acquired se-
quence of images by taking the mean of a number of im-
ages for which the faint companion has moved signifi-
cantly, but the PSF has not changed. The level of noise
reduction is a function of the angular separation of the
companion and the parent star, the time interval between
the image and its reference PSF, and the image exposure
time. While imaging in this mode on Altair NIRI [12] at
the Gemini telescope, a quasi-speckle noise attenuation of
a factor of ~100 was reported while observing Vega.

3. PSF RECONSTRUCTION USING
WAVELENGTH DIVERSITY

Phase diversity, or wavelength diversity in our study, re-
fers to a method that can be used to infer phase aberra-
tions from image data. This methods allows one to esti-
mate both an unknown observed object and the unknown
phase aberrations of an imaging system. This technique
was first proposed by Gonsalves and Childlaw [13,14] and
later refined by Paxman et al. [15]. The phase aberration
parameters are estimated by minimizing an objective
function, which requires at least two images of the object,
but does not depend on the object estimate. Typically one
of the detected images is a conventional focal-plane image
that is degraded by unknown aberrations, such as those
induced by atmospheric turbulence, misaligned optics, or
imperfections in the mirrors of the telescope. The second
image of the same object is formed by perturbing these
unknown aberrations in some known fashion, e.g., adding
a known amount of defocus or changing the observed
wavelength [16,17]. The two recorded images can be ex-
pressed as

g1(r) =f*hq(r) + ny(r),

82(r) =+ ho(r) + no(r), 1)

where * stands for convolution, r is the vector of image lo-
cations, f is the “true object,” h; and hy represent the two
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PSFs, and nq, ny are additive noise in the imaging system.
Gonsalves and Childlaw [13] proposed to estimate the
phase aberrations through the minimization of an error
metric that measures the sum of the square errors in the
difference between the observed image and the recon-
structed image. When the rms fluctuations are the same
for all pixels in the two images this metric can be shown
to be equivalent to the maximum-likelihood estimator for
additive Gaussian noise. When the rms values o7 and oy
of the noise are not the same, the error metric can be writ-
ten as

L = > {|G1(w) - FH, W) + %Gsw) - F@) Hy(w)|?,

(2)

where capital letters denote the Fourier transform of the
corresponding lower case quantity, and u is the frequency
vector in the Fourier domain. y is given by

y=d3los. 3)

The optical transfer function H is directly related to the
phase aberrations in the pupil [18]. The phase in the pu-
pil can be approximated using an expansion of Zernike
polynomials. The problem then reduces to estimating a
vector a of Zernike coefficients that minimize Eq. (2).
The solution of the equation JL/JF =0 gives an estimate

of the object F that minimizes Eq. (2) for a fixed set of ab-
errations:

. Gi(wH (u) + ¥Go(w) Hy(u)
F= 5 — (4)
‘H1(u)| + 7|H2(u)|

where * denotes complex conjugate. Substituting Eq. (4)
into Eq. (2) results in an error metric that is dependent
only on a:

|G1(u)H2(u, a) - Go(w)H,y(u, a)|2

L,(a)= (5)
" ; |H1(u7a)|2+ 7|H2(u,a)|2
The vector of Zernike coefficients is then computed as
a=argmax[-L,,(a)]. (6)

a

In our study the minimization of L,,(«) was carried out
through a non-linear bounded minimization within the
Matlab data analysis environment.

4. HOTELLING OBSERVER

The Hotelling observer is sometimes referred to as a pre-
whitening matched filter [2,3]. In the process of prewhit-
ening, the data are divided by the data covariance matrix
with the goal of producing spatially stationary, uncorre-
lated noise. In this article we use an estimated PSF from
our wavelength diversity algorithm to obtain an estimate
of the data covariance matrix. The Hotelling observer per-
forms three operations on the data. The input to the ob-
server is a processed image, i.e., dark-subtracted and flat-
fielded; see Fig. 1(a). The first operation is to use the
estimated PSF to subtract the signal of the bright central
star from the image [see Fig. 1(b)]. The residual image is
prewhitened, thereby flattening the residuals [see Fig.
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1(c)]. Finally, an estimate of the companion signal is com-
puted via a matched filter (see Fig. 1(d)). In the example
presented in Fig. 1 the images are 100X 100 pixels, the
images are shown on a log scale, and the observer was
supplied with the PSF used to create the data; hence a
companion 10 magnitudes fainter than the primary was
easily detected and located.

The task that we are concerned with is the estimation
of the location and intensity of a faint companion in an
AO-corrected image. For a given data set g, we can model
the data under two hypotheses: H Ly companion present
at the position r,,;; and H,, companion absent with the ex-
pressions:

§0=A*h(r*) + b
[a——;

star image background

where A is the intensity of the bright star located at 7=,
A, is the intensity of the companion located at r,;, A(r) is
the PSF located at r, and b is the background intensity.
Under the Gaussian noise assumption the two densities
of g can be expressed as [19,20]

1 1/2
PrigiHo) = [ @mM det(K,) }

1
X exp{— 5@—§O>TK;1(g —go)],

1 1/2
priitin,) = {m}

1
_ T1—-1 —

)

Here det denotes the determinant of a given matrix, su-
perscript © denotes transpose, pr(g|H) is the conditional
probability density function of the data under the hypoth-
esis H, either H, or Hy , » and K, is the covariance matrix
of the data, of size M X M.

With the assumption of uncorrelated noise, the data co-
variance matrix K, is diagonal with elements given by

[Kelmm: = [Ashy(re) + by, + 02180t (10)

where &,/ is the Kronecker delta function, o2 is the
variance of the detector readout noise, and m represents
the pixel index.

The optimal discriminant function for the task of differ-
ential astrometry and photometry, referred to as the ideal
observer, is the likelihood ratio [21]

pr(g|H1,rpl)
pr(g|H,) '

If the position of the companion r,; is unknown then the
ideal observer can be applied at a set of test locations R.

Alglry) = (11)

star image  companion image
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Hyg=8o+n,Hy, =8o+s,, +n,
N

§1,rp, (7)

where g, denotes the mean image when the companion is
absent, n is the noise assumed to be composed of Gauss-
ian noise from the detector and Poisson noise from detec-
tion of the incident light, and glyrp is the mean image
when the companion is present at r,; with the true signal
of the companion given by s, =g, —go.
.. pl 7 pl
The mean noisy images can be modeled as:

—
background ( 8)

, §1,,p1=A*h(r*)+ Aph(ry) + b,
H_/

[
This observer is at a maximum at the true position of the
companion r,; € R. This ideal scanning observer takes the
form

pr@|H1,rpl)
A(g) =max A(g|r,) = max

—_— (12)
R ryeR p"(g|H0)

r

The estimation of r,; is then computed as

(a) Pre-processed Image (b) PSF Subtraction

(c) Prewhitened

Fig. 1. Three operations of the Hotelling observer: (a) take a
pre-processed image from which the signal of the central star is
subtracted, (b) prewhiten the residual image, and (c) estimate
the companion signal via a matched filter. (d) Note the compan-
ion signal is 10 magnitudes fainter than the parent star. All fig-
ures are shown on a log scale.

(d) Matched Filtered
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Known phase

— — - Estimated phase

Coefficient value (waves)

2 4 6 8 10 12 14 16 18 20
Zernike Number

(a) Zernike Coefficient Estimates (b)

PSF
Zernikes
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non-flipped (c) PSF flipped Zernikes

Fig. 2. Initial simulations of our wavelength diversity approach resulted in pupil phase estimates with a sign ambiguity on the even
radial order Zernike coefficients. The corresponding PSF estimates were identical due to the fact that if the pupil is symmetric, then the
pupil autocorrelation of an even phase does not depend on the sign of that function.

7= arg max A(g|r,). (13)

rpleR

Using the two Gaussian densities of the data and taking
the logarithm of A(g) we obtain the log-likelihood ratio

Ag)=In[A(g)]:

1
Ng) = max[s,Tle;l(g —-8o- Esrpl> } . (14)

rpeR

The log-likelihood ratio \(g) being affine in g is the ideal
linear observer. The Hotelling observer ¢x,,(g) is equal to
\(g) if the data are normally distributed with equal cova-
riances under both hypotheses. The scanning Hotelling
observer takes on the form

M
Ayhonr)
trolg) =max 3, —— "2

rp1€R m=1 A*hm(r*) + bm + O%n |:gm _go,m

1
- EAplhm(rpl):| . (15)

The estimation of the companion location r,; is then com-
puted as

Tp = arg max[,q(g)]. (16)

rpleR

For every estimate of the location of the companion there
exists an estimate of the intensity of the companion that
maximizes the Hotelling test statistic for that location.
Recalling the log-likelihood ratio, Eq. (14), the estimate of
the companion’s intensity A, for a defined set of test in-
tensities A becomes

A

1
pi = arg max s?lKgl(g -80) - EST Kls. |. @7

Ayecal P "ol T
P

Equation (17) assumes r,; is known. The log-likelihood
ratio is maximized by taking the partial derivative with

respect to A,; and setting it equal to zero:

‘%Hot(g)
A,

= h(rpZ)TKg_l(g _EO) _Aplh(rpl)TKglhm(rpl) = O,

(18)

where we made use of the fact that srpleplh(rpl). This
leads to the following estimator for A,;:

h(r,) K. (g - 8o)

Recalling the structure of the data covariance matrix K,
we get

(Ao (Ash (1) + b,y + 02 — B
hm(rpl)2/(A*hm(r*) +b,, + afn) '

M =

Apl =

3
i
—

(20)

The estimation of the companion location is computed us-
ing Eq. (14) while substituting the estimation of A,; from
Eq. (20) into Eq. (14) for each test location. The result is
astrometry and photometry of an observed companion.

5. SIMULATIONS

An initial test of our wavelength diversity phase retrieval
algorithm was carried out by applying a known random
phase to a simulated 8.1 m class telescope. A first guess
at the vector of Zernike coefficients «;,;;;,; Wwas computed
as a vector of zero mean Gaussian random numbers
scaled to follow a f~2 power law. Bounds were placed on
the maximum and minimum values of the estimates of
the Zernike coefficients, and the phase in the pupil plane
was bounded by a binary pupil mask. In this test the al-
gorithm was given 27 random starts, where the PSF with
the minimum least square error between the estimated
PSF and the data was taken as the best estimate. This re-
sult is shown in Fig. 2. As can be seen in Fig. 2(a) the Pax-
man least squares error metric [Eq. (5)] appears to be in-
sensitive to the sign on the even radial order Zernike
coefficients. This error on the sign of the even radial order
Zernike coefficients is to be expected, since the PSF may
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(a) Simulated E-ELT Pupil

(b) VLT Error Map

(c) Simulated E-ELT PSF
(log scale)

Fig. 3. Simulating speckle noise on an ELT with PAOLA. The pupil of the E-ELT was modeled as a 42 m segmented primary mirror, (a).
Static speckle noise was added to the pupil by using a scaled version of the VLT error map, (b). The resulting long exposure PSF, (c), is

the combination of 30 short-exposure PSFs.

be obtained by Fourier transforming the autocorrelation
function of the complex amplitude in the pupil; if the pu-
pil is symmetric, then the pupil autocorrelation of an even
phase function does not depend on the sign of that func-
tion. This can be verified using the fact that the autocor-
relation of the pupil complex amplitude a(«) and the au-
tocorrelation of a*(-u) are equal. In this test we use a
symmetric pupil function; in reality, it is probable that
asymmetries in the pupil will remove this sign ambiguity.

In order to test our combined differential imaging and
PSF estimation approach for the task of quasi-static
speckle noise reduction and the estimation of the position
and intensity of a faint companion in an AO-corrected im-
age we used an end-to-end IDL (Interactive Data
Language)-based package called PAOLA [4] (Performance
of Adaptive Optics for Large/Little Apertures) to simulate
a PSF based on the proposed E-ELT [22]. This method is
based on modeling of the AO-corrected residual phase
spatial power spectrum from which a good approximation
of the long-exposure optical transfer function (OTF) can
be calculated. There was no noise simulated in this AO
system. The E-ELT simulation had the following param-
eters:

e 50 nm rms static aberrations on the primary mirror
segments.
30 nm rms static aberrations within the instrument.
100 actuators across the 42 m diameter of the pupil.
10 X 1 second exposures.
PSF's simulated at A\=1.64 um and 1.8 um.
Seeing (\=0.5 um)=0.7".

The telescope was modeled having a 42 m primary seg-
mented mirror with a 12.5 m central obscuration and four
spider arms; see Fig. 3(a). Ten PSFs were generated at
A=1.64 um and another ten PSFs at A=1.8 um that in-
cluded static and quasi-static speckle noise. To include
the effects of static speckle noise, we added to each simu-
lated phase a static element—the error map of the Very
Large Telescope [23] primary mirror [9,24]; see Fig. 3(b).
This map was scaled to have the rms phase variation re-
quired, 50 nm, and scaled to have the same size as the
42 m pupil. For each 1 s exposure, a quasi-static noise-
corrupted PSF was produced by co-adding the PSFs from
30 independent random realizations of the estimated re-

sidual phase spatial power spectral density generated by
PAOLA. An example of the PSF's used is presented in Fig.
3(c).

Using the ten dual-wavelength PSF pairs an ADI type
data set was simulated. In each image a faint companion
was inserted into the scene with a separation of
0.0442 arcsec and a differential magnitude of Am;g
=10 and Amq g4 ,m=15. A field of view rotation of 18° from
frame to frame in the image sequence was simulated such
that the companion signal would not overlap in successive
image frames. In practice such a field of view rotation can
be achieved either by imaging close to the zenith, i.e.,
~30° [25] or by sampling the object at observing times

n F
(a) Core of Estimated E-ELT PSF, (b) ADI reduced image sequence

from Wavelength Diversity (log (log scale)
scale)

(c) Core of Estimated E-ELT PSF,
from mean of image sequence (log
scale)

Fig. 4. PSF estimates were made using a wavelength diversity,
(a), and by taking the mean of the ADI image sequence, (c). Sub-
tracting the mean of the wavelength diversity PSF estimates
from the data, derotating, and co-adding the residuals reveals
the presence of the faint companion.
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that are spaced sufficiently. The latter would have the
drawback of covering different seeing conditions.

For each wavelength pair and rotation angle, wave-
length diversity was used to estimate the phase in the pu-
pil plane of the telescope. A PSF estimate was then ob-
tained by Fourier propagating this phase to the image
plane see; Fig. 4(a). The ten estimated PSF's, one for each
wavelength channel, were averaged and the result sub-
tracted from the corresponding data sequence. Each data
sequence was subsequently derotated using bilinear in-
terpolation, co-added, and the final images at the two
wavelengths subtracted; see Fig. 4(b).

6. RESULTS

The ADI reduced image sequence was processed with the
Hotelling observer, Egs. (16) and (20), using the mean of
the estimated PSFs; see Fig. 5. The maximum value of
the Hotelling data map corresponded to the location and
differential magnitude of the faint companion. As a PSF
comparison the average of the image sequence was used
to process the ADI reduced image under the assumption
that the faint companion signal will be washed out in the
averaging process; see Fig. 4(c). The Hotelling algorithm
obtained the most accurate estimate for the position and
intensity of the companion when using the wavelength-
diverse PSF estimate; see Table 1. The improvement in
differential photometry was on the order of 2.5% when
compared to the photometry extracted using the mean of
the image sequence as the PSF estimate. Comparably the
error in differential astrometry dropped by 2% when us-
ing the wavelength-diverse PSF estimate over the mean
of image sequence as the PSF estimate. These results

Fig. 5. Values of the Hotelling test statistic [Eq. (15)] for the
ADI-SDI reduced image sequence; the maximum of this map cor-
responds to the position and intensity of the faint companion.

Table 1. Comparative Photometry and Astrometry
Estimation Test

Error in Error in
Position Differential
PSF Estimation Magnitude

Average PSF from 0.0028 arcsec
Wavelength Diversity

Mean of Image Sequence

0.8 magnitudes

0.0035 arcsec  1.05 magnitudes
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support the conclusion that our wavelength-diversity
method reconstructs an accurate estimate of the AO-
corrected PSF.

7. CONCLUSION

We have presented a combined approach to reducing
quasi-static speckle noise in highly corrected AO images
from an ELT. Our method combines classical Angular Dif-
ferential Imaging and Spectral Differential Imaging with
PSF reconstruction from multi-wavelength data that is
then used by the Hotelling observer to extract differential
astrometry and photometry of a faint companion present
in the quasi-static speckle halo.

The Hotelling algorithm was used to test the fidelity of
the estimated PSF. The mean of the set of reconstructed
PSF's produced a smaller error in the differential astrom-
etry and photometry computed with the Hotelling ob-
server compared with the mean of the image sequence. In
the future we plan to compare this PSF estimation ap-
proach to more sophisticated methods such as the ADI-
LOCI (Locally Optimized Combination of Images) [26]
PSF reconstruction technique.

While the algorithm developed in this paper uses the
information from only two wavelengths to reconstruct the
phase in the pupil plane, we have found that this ap-
proach provides better results than simply averaging the
image sequence to produce a PSF estimate. In this study
the minimization process required approximately 1 hour
per PSF pair, executed in Matlab on a 2.16 GHz Intel
Core 2 Duo with 2 GB of RAM. The minimization function
was not supplied with any derivative information and
therefore had to use finite differences to approximate the
gradient. The extension of the algorithm to three and pos-
sibly n wavelengths could lead to a more accurate esti-
mate of the wavelength-independent pupil phase if a
model of the change in the companion flux with wave-
length were included. Such data would be available from
an Integral Field Unit, and most exoplanet imagers will
include this capability This in turn would produce a bet-
ter data covariance matrix and hence more accurate esti-
mation of the faint companion’s position and intensity via
the Hotelling observer.
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