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EMCCD design parameters baselined for ECLIPS. The total integration time is 60 hours split in 17 hours, 19
hours and 24 hours for the 600 nm, 700 nm and 800 nm channel, respectively. This total integration time, which
includes the observation with the two APLC masks and the two observatory rolls per channel, also includes
25% overheads to account for cosmic ray data losses. The wavelength dependence in the IWA and OWA can
be clearly seen: for the 600 nm channel, the wide angle masks can observe Jupiter only partially, while for the
800 nm channel Venus has been attenuated by the occulting mask. Earth is detected in each of the wavelength
channels with an SNR of 14, 12, and 9 at 600, 700, and 800 nm, respectively.

Finally, we combined the reduced coronagraph images from the three bandpasses from Fig. 15 to generate the
RGB composite shown in Fig. 16. The colors at the edge of the field of view illustrate the dependence of OWA
on wavelength. While this data simulation is preliminary and not based on a fully integrated structural-thermal-
optical performance (STOP) model, it gives us confidence that a mission like LUVOIR could detect exo-Earths
around nearby stars with high enough SNR to perform spectroscopy and characterize their atmospheres.

Figure 16. Simulated image of a twin Solar System at a distance of 12.5 pc observed through the LUVOIR-A ECLIPS

instrument. This RGB image is a composite of data acquired in two APLC masks (with respective working angles 3.5–

12 �/D and 7–27 �/D) in three bandpasses (red – 800 nm; green – 700 nm; blue – 600 nm) at two observatory roll

angles (27 degrees apart) over the course of 60 hours of total integration time. The coronagraph images were simulated

with a di↵raction model time series that includes 10 picometers of primary mirror segment jitter (random piston and

tip-tilt errors applied to each mirror segment), 0.2 mas residual line-of-sight pointing jitter, and a stellar diameter of 0.75

mas. The input astrophysical scene is a model of a ’modern’ Solar System inclined at 60 degrees, with an exozodiacal

debris disk. In this scene, the Earth-like planet is observed at quadrature, appearing as a blue dot at 1 AU projected

separation, to the right of the occulted star. Roll subtraction processing was used to remove starlight speckles from the

’raw’ co-added images. The residual structure of the exozodiacal disk – distorted by the roll subtraction – appears as a

horizontally-extended di↵use cloud.

6. CONCLUSIONS

In this paper we have presented the coronagraph designs envisioned for the LUVOIR-A and LUVOIR-B ECLIPS
instrument, an APLC and VVC, respectively, and evaluated their performance. Both designs o↵er similar
performance in terms of sensitivity to stellar angular size and wavefront errors.

We performed a systematic aberration sensitivity analysis, evaluating both global and segment-level wavefront
errors, for static and dynamic cases. By simulating the full high-order wavefront sensing and control loop, we
conclude that ECLIPS can compensate for static wavefront aberrations up to several nanometers due to segment
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Figure 2. LUVOIR-A pupil (left) and Apodized Pupil Lyot Coronagraph masks for a narrow angle design (top) and wide

angle design (bottom). The apodizer transmission patterns are numerically optimized – with knowledge of the downstream

FPM and Lyot stop – to produce a specified dark zone while maximizing the transmission of the o↵-axis planet. All the

masks are binary, and the focal plane mask is a sharp edge occulter mask.

Figure 3. LUVOIR-B pupil (left) and Vector Vortex DM-only apodization masks. The telescope pupils is reshaped by the

DMs (DM1 and DM2). The apodizer is a circular aperture (diameter 0.84D). The focal plane mask is a charge 6 vortex

phase mask, assumed achromatic for the simulations presented in this study. The Lyot stop is a circular aperture with a

diameter 0.82D.

The apodizer is a circular aperture with a diameter 84% of the circumscribed diameter of the LUVOIR-B
pupil. The focal plane mask is a charge 6 vortex and the Lyot stop is 82% of the circumscribed diameter of the
LUVOIR-B pupil. The separation between DMs in this design is zDM = R2/(550�), where R is the pupil radius
and � is the wavelength. Although this design provides a 20% bandpass, the simulations presented here assume
10% for consistency with the LUVOIR-A APLC design.

3. EVALUATION OF CORONAGRAPH DESIGNS

In order to study the performance of the LUVOIR-A APLC and its sensitivity to telescope aberrations we
developed a model using a combination of the Python version of the PROPER Optical Propagation Library18 and
FFTs/MFTs (Matrix Fourier Transforms). Our prescription is based on the ECLIPS Zemax optical design,19 but
some simplifications have been made in order to fold the optical information into PROPER. Because PROPER
does not model o↵-axis parabolic mirrors (OAPs), all the OAPs have been replaced by ideal lenses and their focal
length modified accordingly as flens = fOAP /2, where fOAP is the parent focal length of the OAP. Also, the
model assumes the primary mirror is unpowered, and we artificially compress the input beam to match the size
of the optics from the pupil plane (DM1) as Dpupil = Dtelescope/300 for LUVOIR-A, and Dpupil = Dtelescope/160
for LUVOIR-B. For the DMs, each actuator is represented by the default influence function distributed with the
PROPER software package.

Given that the region of interest for coronagraph instruments for exo-Earth detection and characterization
is near the IWA, we concentrate our analysis on the LUVOIR-A APLC narrow angle masks and VVC masks.
Hence, unless otherwise specified, we will be referring to the APLC narrow angle masks as APLC masks.
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Why doing this?
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How are we modeling this?

• We make a distinction between flux ratio (astrophysical) 
and  contrast (instrument).


• We assume a sum of orthogonal modes. 


• The coronagraph turns picometer into photons.

• The WFS&C system turns photons into picometer at the 

DM.
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Raw contrast (alpha)

“Alpha” measures show far away the static wavefront is 
from what it would need to be to see the planet at desired 
SNR without PSF subtraction. 

We only need stability if the raw contrast is larger than 
the planet/star flux ratio. 

We are assuming the reference/roll subtraction.

sections we quantify the extent to which post-processing can mitigate the impact of such
speckle pattern drifts on detection sensitivity.

4.2 OS6

The Observing Scenario (OS) image time sequences are generated by John Krist and the
integrated modeling team at JPL to create simulated CGI data for the HLC and SPC which
include the most updated concept of operations observing strategy. For this work, we used
the most recent OS dataset made public on May 29th 2018, called OS6 1, with the broadband
HLC in a 10% bandpass filter centered at 575 nm. The target star used for these simulations
is 47 UMa (V=5.0 mag) and the reference star is eta UMa (V=1.8). The reference star
was selected because of its brightness and proximity to 47 UMa, given the limited roll angle
restrictions of the telescope. The observing sequence begins with observations of the reference
star for 2 hours. Then the telescope slews to the target star for 2 hours at a �13� roll angle,
then 2 hours at +13� roll angle and repeats these two roll angle observations for a total
of 8 hours on the target. This sequence of reference and target star (with four roll angles)
results in four times the total integration time on the target star. The sequence is repeated
13 times. Figure 3 shows a visualization of the observing time series is presented in OS6.

Figure 3: OS6 HLC PSF time series visualization, showing how each observing sequence is broken up into
one observation of the reference star, the target star observed at two roll angles twice, and then back to the
reference star. This sequence is repeated 13 times.

These simulations include thermal variations with LOWFS correction (focus only is
corrected), pupil drift, polarization aberrations, wavefront and pointing jitter appropriate
for time-dependent wheel speeds, DM thermal drift, the stellar spectra of these two stars
(B3V and G0V), and stellar diameter. These simulations were repeated to produce two
datasets, with and without optical model uncertainty factors (MUFs). Previous versions of
OS data did not include MUFs. The optical MUFs are: Polarization aberrations = 1.5x,

1
https://wfirst.ipac.caltech.edu/sims/Coronagraph_public_images.html#CGI_OS6

6

when the mean field contrast reached ⇠ 4x10�9, thus the simulations which do not include
MUFs achieve deeper contrast sensitivity at the start of the sequence than the data which
include MUFs. Figure 4 shows the RMS speckle noise in the 3��5 �/D annulus zone of the
data, including MUFs. The data are divided up into the reference star and two roll angles,
as seen in Figure 3.

5 Reference Di↵erential Imaging Procedure

Figure 5: Illustration of the KLIP RDI procedure applied to SPC frame number #250,
acquired 1 hour after the end of the reference sequence. Top left: o↵-axis point source
model used to demonstrate the recovery of a planet-like signal. Top right: raw SPC image
with the fake planet inserted at 10-8 flux ratio. Middle row: residual KLIP images after
subtracting a PSF estimate computed from 10 reference K-L eigenimages. The left-hand
image shows lab data only, whereas the right-hand image includes the fake planet. Bottom
row: the same residual KLIP images after convolution with the PSF matched filter.

We illustrate our reference di↵erential imaging (RDI) procedure in Figure 5. In this
example, we post-processed one frame in the SPC data sequence, which was acquired 1 hour
after the end of the 4-hour reference sequence. We applied the KLIP algorithm to estimate
the on-axis stellar PSF, as follows: suppose X is the science image after subtracting its
spatial mean, and Z is the K-L basis computed from the reference library. More specifically,
each column of Z is an eigenimage of the reference covariance matrix, RTR, where each

8

Courtesy of N. Zimmermann



Coronagraph sensitivity (Lambda)

• “Lambda” measures how efficient the coronagraph is at 
suppressing a given mode of wavefront errors. Also called 
robustness. 


• Small is better (except when it significantly degrades 
throughput) 

4. CORONAGRAPH SENSITIVITY TO TELESCOPE ABERRATIONS

Up to this point, we have assumed the LUVOIR optics to be perfect. However, given the size and segmentation
of the primary mirror, and the distance between the primary and secondary mirror, we expect to have wavefront
aberrations induced by movement of these two mirrors as well as misalignments at a segment level. The e↵ects
of aberrations are wavelength-dependent, hence for the rest of this section we have locked the central wavelength
at 575 nm. All the APLC results in this section refer to the APLC narrow angle masks.

Figure 7. Coronagraph sensitivity to global aberrations (left) and segment phasing errors (right) for the LUVOIR-A

APLC design (top) and for the LUVOIR-B VVC design (bottom). Solid lines represent the average contrast in the full

design dark zone, while dashed lines represent the average contrast of an annulus of 1�/D width centered at 4�/D. The

LUVOIR designs are most sensitive to piton and tip/tilt segment phasing errors. For global aberrations, LUVOIR-A is

most sensitive to spherical aberrations, while LUVOIR-B is most sensitive to trefoil, followed by spherical aberrations.

For a segmented primary mirror, we expect the most stringent wavefront requirements to originate in the
alignment of the segments, particularly in piston and tip/tilt. We represent additional per-segment phase aberra-
tions as Zernike modes. To quantify their impact, we generated a set of random per-segment Zernike aberrations
from 1 picometer to 100 picometer total RMS wavefront error (random normal distribution), up to and including
the spherical aberration mode. We then evaluated the mean contrast degradation in the final detector image
for the two coronagraph designs. Fig. 7 (right) shows the resulting contrast degradation as a function of the
root-mean-square (RMS) wavefront error.

We have studied two regimes: full dark zone (solid lines) and an annulus of 1�/D width centered at 4�/D
to capture the e↵ects of the aberrations near the IWA. For APLC, if we consider the full dark zone, the target
contrast of 10�10 is maintained for piston and tip/tilt levels below approximately 10 picometers RMS, while
we can tolerate higher levels or RMS for subsequent Zernike modes. For the VVC design, because the nominal
contrast is above 10�10 due to the speckles in the nominal PSF, we study the RMS level at which the contrast
starts degrading. As for the APLC, the tip/tilt and piston values are around 10 picometers RMS. To disentangle
the e↵ects of the di↵erent Zernike modes, it is easier to study the contrast degradation at the 4 �/D annulus:
in both cases we confirm that the coronagraph instrument is most sensitive to segment-to-segment piston and
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Coronagraph sensitivity (Lambda)

• “Lambda” measures how efficient the coronagraph is at 
suppressing a given mode of wavefront errors. Also called 
robustness. 


• Small is better (except when it significantly degrades 
throughput) 

4. CORONAGRAPH SENSITIVITY TO TELESCOPE ABERRATIONS

Up to this point, we have assumed the LUVOIR optics to be perfect. However, given the size and segmentation
of the primary mirror, and the distance between the primary and secondary mirror, we expect to have wavefront
aberrations induced by movement of these two mirrors as well as misalignments at a segment level. The e↵ects
of aberrations are wavelength-dependent, hence for the rest of this section we have locked the central wavelength
at 575 nm. All the APLC results in this section refer to the APLC narrow angle masks.

Figure 7. Coronagraph sensitivity to global aberrations (left) and segment phasing errors (right) for the LUVOIR-A

APLC design (top) and for the LUVOIR-B VVC design (bottom). Solid lines represent the average contrast in the full

design dark zone, while dashed lines represent the average contrast of an annulus of 1�/D width centered at 4�/D. The

LUVOIR designs are most sensitive to piton and tip/tilt segment phasing errors. For global aberrations, LUVOIR-A is

most sensitive to spherical aberrations, while LUVOIR-B is most sensitive to trefoil, followed by spherical aberrations.

For a segmented primary mirror, we expect the most stringent wavefront requirements to originate in the
alignment of the segments, particularly in piston and tip/tilt. We represent additional per-segment phase aberra-
tions as Zernike modes. To quantify their impact, we generated a set of random per-segment Zernike aberrations
from 1 picometer to 100 picometer total RMS wavefront error (random normal distribution), up to and including
the spherical aberration mode. We then evaluated the mean contrast degradation in the final detector image
for the two coronagraph designs. Fig. 7 (right) shows the resulting contrast degradation as a function of the
root-mean-square (RMS) wavefront error.

We have studied two regimes: full dark zone (solid lines) and an annulus of 1�/D width centered at 4�/D
to capture the e↵ects of the aberrations near the IWA. For APLC, if we consider the full dark zone, the target
contrast of 10�10 is maintained for piston and tip/tilt levels below approximately 10 picometers RMS, while
we can tolerate higher levels or RMS for subsequent Zernike modes. For the VVC design, because the nominal
contrast is above 10�10 due to the speckles in the nominal PSF, we study the RMS level at which the contrast
starts degrading. As for the APLC, the tip/tilt and piston values are around 10 picometers RMS. To disentangle
the e↵ects of the di↵erent Zernike modes, it is easier to study the contrast degradation at the 4 �/D annulus:
in both cases we confirm that the coronagraph instrument is most sensitive to segment-to-segment piston and
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WFS&C sensitivity (beta)

• How efficient is the WFS&C at converting the photons 
associated with a given mode into picometer at the DM. 


• Closer to 1 is better (cannot “create photons” unless 
predictive control is used)

Noncommon path errors can limit the achievable contrast and
are almost unavoidable in pupil planeWFSs (allWFSs except for
FPWFS). Very accurate calibration is then required and can be
obtained by focal plane phase diversity. The FPWFS is immune
to this effect if the wave front sensing and scientific focal planes
are shared, which is likely to be the case for visible corona-
graphic imaging of extrasolar planets from space (TPFmission).
However, on ground-based AO systems, wave front sensing in
the visible and scientific imaging in the near-IR are often pre-
ferred for scientific and technological (detectors) reasons.

All WFSs studied in this paper have good achromaticity and
can be used in broadband light. The SHWFS, CWFS, and
FPYRWFS are naturally achromatic, while other WFSs require
either achromatic phase shifters (PPMZWFS and ZWFS) or a
Wynne corrector (FPWFS).

4.7.2. Sensitivity for Scintillation Measurement

The steps to compute !a are not detailed in this work, but
comparison with the computation of !p reveals that !a ¼ 1 if all
the light is used to image the pupil. From this result, !a can be
easily estimated for all WFSs considered in this study.

In this work, I choose to adopt !a ¼ 1 for all WFSs in sub-
sequent numerical simulations. While this is exact for the
SHWFS, which does not optically modify the light intensity in

the pupil plane, this is not true for most other WFSs. For ex-
ample, in the CWFS, 1/!2a þ 1/!2p ¼ 1 (eqs. [35], [59], and
[60]): at the optimal angular separation (defined by !p ¼ 1) the
CWFS is insensitive to scintillation (!a ¼ 1). If !a is high and
C3 3C2, then a fraction of the total flux (or, equivalently, time)
needs to be allocated to scintillation sensing, which is performed
most efficiently by imaging of the pupil. For example, in the
CWFS, a fraction of the time is spent at dz ¼ 0 (no defocus in the
focal plane). This sharing of the photons increases C2 and de-
creases C3 until C2 þ C3 is minimal.
However, as shown in x 5, C1 < C0 within the central arc-

second: OPD aberrations are stronger than scintillation at low
spatial frequencies. Since both terms are moving in front of the
telescope with the same speed v, the postcorrection scintillation
residual C3 can be made comparable to postcorrection OPD re-
sidual C2 by allocating a small fraction of the incoming photons
to scintillation measurement. The PSF contrasts obtained with
the approximation !a ¼ 1 are therefore only slightly optimistic
within the central arcsecond: !psets the value ofC2 þ C3, not !a.
Beyond " ¼ 100, however, C0 # C1, and if a WFS is char-

acterized by !a ¼ 1, !p ¼ 1, half of the photons should be
allocated to pure scintillation measurement. This would result in
!a ¼ !ap ¼

ffiffiffi
2

p
(!ap is the sensitivity when both amplitude and

phase are measured by the WFS), which would produce con-
trasts C2 and C3 equal to 22=3 # 1:6 times the values obtained

TABLE 3

Comparative Table of WFSs

Parameter SHWFS CWFS FPYRWFS MPYRWFS PPMZWFS FPWFS ZWFS

!p............................................ >2 $1
ffiffiffi
2

p
$2 2

ffiffiffi
2

p
1

!a............................................ 1 ½1/(1 & 1/! 2
p)'

1=2
ffiffiffi
2

p
$1 1

ffiffiffi
2

p
1

Optimal separation set by...... Number of lenslets Defocus . . . Modulation radius . . . . . . . . .
Noise propagation .................. High High Low High Low Low Low

Achromaticity......................... Good Good Good Gooda Goodb Gooda Good

Aliasing .................................. High High Moderate Moderate Moderate None Moderate

Solutions to aliasingc ............. SF DS, SF, OF DS, SF, OF DS, SF, OF DS, SF, OF . . . DS, SF, OF

Dynamical range .................... High High Low High Low Low Low

Elements................................. Lenslets Pixels Pixels Pixels Pixels Pixels Pixels

Detectors per element ............ $4 1 4 4 2 >1d 1

a With the use of a Wynne corrector.
b Requires achromatic phase shifts.
c Aliasing can be reduced by higher detector sampling (DS), spatial filtering in the focal plane (SF), or an optical antialiasing filter (OF).
d Set by focal plane pixel scale.

Fig. 10.—Value of !p as a function of angular separation for the WFSs
compared in this study. The WFSs were optimized for a separation of 0B5. For
the SHWFS, r0 ¼ 0:2 m and k0 ¼ 0:5 #m.

Fig. 11.—Value of th, the optimal sampling, as a function of angular sepa-
ration for the WFSs compared in this study (m v ¼ 5 source).
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How are we modeling this?

• We work in the regime for which we need PSF subtraction: 
alpha >1.


• The coronagraph turns picometer into photons.


• The WFS&C system turns photons into picometer at the DM.

•

Change, add the 
comment about two 

betas
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Raw contrast is "arbitrarily" chosen. 
We write: 

FR = (↵✏R)
2

, and we parametrize the wavefront
associated with raw contrast:
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– 8 –

be propagated through the system. Assuming that over timescales of a long exposure, fast

errors will de-correlate (that is the correlated part will corresponds to slow drifts that will

be handled by WFS&C) and average as a broad halo (in the same way Adaptive Optics

residuals form a halo in ground based images). Under the assumption that this halo can be

calibrated in post-processing using high pass filtering, then the shot noise on these errors

will drive the stability requirements. As a result the planet SNR can be written as:
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Wavefront drift requirements
• Assuming an astrophysical flux ratio.

• Assuming a stellar magnitude. 

• Assuming a raw contrast (either set by coronagraph 

limitations of Dark Hole digging).

• Assuming that WFS&C is only limited by the photon noise 

in the wavefront sensor (perfect “gain 1” controller).   

• What are the requirements (in pm/mnts) for the stability 
of each mode without WFS&C? 


•  What are the requirements (in pm/mnts) for the stability 
of each mode with WFS&C? 


• What is the gain associated with WFS&C?



Classical PSF subtraction
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p
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p
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(S/N)P

Change in contrast has to be small enough: 

Exposure time has to be long enough:

(S/N)P ⇠ 1

↵

q
ṄSTLFR

The wavefront cannot change during the course of an 
exposure (and a slew/roll)



Continuous WFS&C
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✏
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✏
p
ṄSts

<

p
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⇤✏(S/N)P

Change in contrast has to be small enough: 

Sensing error has to be small enough:

The wavefront can wiggle during the course of an 
exposure (and a slew/roll)



Requirements on drifts

WFS&C GAIN

Set and Forget WFS&C

• WFS&C “pointless” if raw 
contrast good enough. 

• WFS&C yields a larger gain with 
robust coronagraphs. 

• WFS&C yields a larger gain with 
optimal architecture/algorithms
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error �✏. Assuming moreover that the sensing error is driven by shot noise (perfect WFS

detector), we can follow the presentation by Guyon, and the SNR in the wavefront sensor

can be written as a function of the measured wavefront ✏:

SNRWFS =
✏

�

q
ṄSts (15)

where � is the wavefront sensing e�ciency that depends on the WFS architecture. In

principle � > 1 for a non ideal wavefront sensor and sensing occurring in the same band

as the science observations. Folding in out of band sensing and/or predictive control can

lead to � > 1. The sensing error is given by �✏

✏
= 1

SNRWFS
and as a result, if we impose

FR = (S/N)P⇤�✏2, we find:

�✏

✏
=

�

✏
p
ṄSts

=

p
FR

✏
p
⇤

(16)

ts =
1

(S/N)P

�2⇤

ṄSFR

(17)

As a result the drift in the case of WFS&C is given by:

dWFS =
ṄSFR

�2⇤(S/N)P

1
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p
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2↵
p
⇤

(18)

dWFSC =
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(S/N)3
P

ṄSF
3/2
R
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(19)

dWFSC

dSF
=

✓
�↵

⇤

◆2

(20)

2.3. Faster timescales

We are assuming that WFS&C does not try to correct errors with timescales faster

than tS. In practice the response of the WFS&C will be a low pass filer that somewhat

mitigates these timescales. However for the sake of this analysis we assume that they will
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• tdrift << TL the very short timescales (smaller than an second) which correspond to

mechanically induced drifts that can average out over a ling exposure.

We next calculate the drift requirements under each one of these scenarios.

2.1. Set and forget

The timescale for the drif is set by the exposure time necessary to bring the noise

floor due to the shot noise on the coronagraph response, under the assumption that the

wavefront drift is small enough. The planet SNR under these assumptions is given by

(S/N)P =
FRṄSTLp
ṄSTLC0

=
1

↵

q
ṄSTLFR (11)

As a result the exposure time is:

TL = (S/N)2
P

↵2

ṄSFR

(12)

The drift requirement is then given by:

dSF =
ṄSFR

↵2SNR2

1

SNR

p
FR

2↵
p
⇤

(13)

dSF =
1

(S/N)3
P

ṄSF
3/2
R

2↵3⇤
(14)

2.2. Continuous WFSC

The timescale for the drift is set by the exposure time necessary to measure the

wavefront with su�cient SNR so the sensing error, when fed back to the DM, does not

degrade the instrument performance beyond requirements. Assuming that the DM can

perfectly reproduce the wavefront modes, that there is no lag in the wavefront controller,

and that the control loop gain is unity, then the closed loop contrast is driven by the sensing
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ṄSFR

�2⇤(S/N)P

1

(S/N)P

p
FR

2↵
p
⇤

(18)

dWFSC =
1

(S/N)3
P
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SNR can be written as:
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Since TL >> tS we can write this as a requirement on the PSD of the high temporal frequency errors
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where we have assumed that TL has been set by the noise floor associated with purely static errors (eg by ↵).

3. DISCUSSION
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associated with raw contrast:
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Beyond unity WFS&C gain

2.2. Continuous WFSC
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where we have assumed that TL has been set by the noise floor associated with purely static errors (eg by ↵).
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Fig 2 Dark hole maintenance15 in the presence of realistic effects (dotted green line) and its comparison to an open
loop observation with periodic re-creation of the dark hole (dash-dotted black). In the best-case scenario (solid red
and dashed blue), only Zernike drift was present and the five narrowband channels were available separately for the
EKF. In the worst-case scenario (dotted green and dash-dotted black), Zernikes, DM actuators drift and pointing jitter
were present and just one broadband channel was used by the EKF. As a results, the dither necessary to keep the EKF
stable was higher and the contrast was worse.

fast periodic perturbations of the the tip/tilt Zernikes, ztip/tilt = z
±1
1 ,

ztip(t) � hztipi (k + 1) = atip(k) sin

✓
2⇡

�t
t

◆
, t 2 [tk, tk+1) , (22)

ztilt(t) � hztilti (k + 1) = atilt(k) sin

✓
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�t
t + �k

◆
, t 2 [tk, tk+1) , (23)

where atip/tilt(k) varied slowly throughout the simulation between 0 and 1.4 nm and �k between 0

and 2⇡ (the added intensity was computed by analytically averaging Eq. (7)).

The closed loop control law in Eq. (9) was applied with �u(k) ⇠ N (0, �
2
uI) and �u = 5 �

10 mV (this dither introduces phase diversity and keeps the EKF stable and its optimal magnitude

depends on the drift rate). While the above control command was “passed” to the EKF, the actual

DM command used for the simulation also included actuators drift with �a = 5 mVp
hr

as described

in eqs. (18)-(19).

Fig. 2 compares the dark hole maintenance (closed-loop) scheme with the proposed WFIRST-

11

Fig 13 Post-coronagraph long exposure contrast maps for a 25.4 m telescope at 800 nm, with collecting area defined
by the GMT aperture. Here we compare results for the simple integrator (SI) and linear predictor (LP) controllers, for
5th, 8th, and 10th magnitude stars. Note that the color scale is x10 lower than in Figure 11. As we do not address
chromaticity here, the WFS and observation wavelengths are both 800 nm.
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Synergies with ground based AO 

2.2. Continuous WFSC

The timescale for the drift is set by the exposure time necessary to measure the wavefront with su�cient SNR so
the sensing error, when fed back to the DM, does not degrade the instrument performance beyond requirements.
Assuming that the DM can perfectly reproduce the wavefront modes, that there is no lag in the wavefront
controller, and that the control loop gain is unity, then the closed loop contrast is driven by the sensing error
�✏. Assuming moreover that the sensing error is driven by shot noise (perfect WFS detector), we can follow
the presentation by Guyon, and the SNR in the wavefront sensor can be written as a function of the measured
wavefront ✏:

SNRWFS =
✏

�

q
ṄSts (13)

where � is the wavefront sensing e�ciency that depends on the WFS architecture. In principle � > 1 for a non
ideal wavefront sensor and sensing occurring in the same band as the science observations. Folding in out of
band sensing and/or predictive control can lead to � > 1. The sensing error is given by �✏

✏ = 1
SNRWFS

and as a

result, if we impose FR = (S/N)P⇤�✏2, we find:

�✏

✏
=

�

✏
p

ṄSts
=

p
FR

✏
p
⇤

(14)

ts =
1

(S/N)P

�2⇤

ṄSFR

(15)

As a result the drift in the case of WFS&C is given by:

dWFS =
ṄSFR

�2⇤(S/N)P

1

(S/N)P

p
FR

2↵
p
⇤

(16)

dWFS =
1

(S/N)2P

ṄSF
3/2
R

2�2↵⇤3
(17)

2.3. Faster timescales

We are assuming that WFS&C does not try to correct errors with timescales faster than tS . In practice the
response of the WFS&C will be a low pass filer that somewhat mitigates these timescales. However for the sake
of this analysis we assume that they will be propagated through the system. Assuming that over timescales of
a long exposure, fast errors will de-correlate (that is the correlated part will corresponds to slow drifts that will
be handled by WFS&C) and average as a broad halo (in the same way Adaptive Optics residuals form a halo
in ground based images). Under the assumption that this halo can be calibrated in post-processing using high
pass filtering, then the shot noise on these errors will drive the stability requirements. As a result the planet
SNR can be written as:

SNR =

q
ṄSTL

FRq
⇤
R TL

0 ✏(t)2dt
(18)

Since TL >> tS we can write this as a requirement on the PSD of the high temporal frequency errors

Z +1

1/tS

|d✏(⌫)|2d⌫ =
1

(S/N)2P

ṄSTLF 2
R

⇤
(19)

where we have assumed that TL has been set by the noise floor associated with purely static errors (eg by ↵).

3. DISCUSSION

Here we discuss the advantages of

Non-Common Path  (fast, photon rich) component follows 
the architecture of ground based AO system.  

Fig 14 Contrast profiles for a 25.4 m telescope with the collecting area of the GMT aperture, observing at 800 nm,
using the parameters shown in Tables 2 and 3. As we do not address chromaticity here, the WFS and observation
wavelengths are both 800 nm. The left panel is along the main wind direction (up-and-down in Figure 13), and the
right panel is perpendicular. The dashed lines are for the simple integrator (SI) controller, standard in current AO
systems. The solid lines are for the Linear Predictor (LP) controller, the form of predictive control we analyze in this
work. Since we are conducting a mode-by-mode analysis in discrete spatial frequencies, the lowest spatial frequency
we analyze is 1/D, so the smallest separation we show is 1 �/D.
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Ground based AO system need to maximize beta to get to 
close separation:

•For 8 m class: Giant planet peak at 5-20 AU

•For ELTs: habitable zone planets around low mass stars 

Males and Guyon (2017)



Next: use temporal PSDs
Drift “toy model” is instructive but not really realistic.

LASER GUIDE STAR FOR LARGE SEGMENTED-APERTURE SPACE TELESCOPES, PART I 11
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Figure 3. Comparison of PSDs with with different power law constants (↵) and different T0 outer times. The dashed

lines show the optical path difference PSDs and the horizontal solid lines show the measurement noise floor for stars

of different magnitudes. For mV=7 and dimmer stars measurement noise dominates. Even for a steep ↵=5 PSD, stellar

noise will dominate above 0.01 Hz for an mV=1 star. This sets the > 100 second stability requirement for natural guide

stars. All OPD PSDs are normalized with �10 = 10 pm rms.
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Figure 4. Example application of closed loop control to OPD using mV=5 (left) and mV=-3 (right) guide stars. The

input disturbance is shown as a triple dashed line and the corrected output is a solid line. The photon limited noise

floor is shown as a horizontal dashed line.

from a closed-loop control system is given by:

T ( f ) = TOPD( f )|ET F( f )|2 +TP( f )|NT F( f )|2, (6)

where ET F( f ) is the system Error Transfer Function and NT F( f ) is the system Noise Transfer Function.

These transfer functions describe the action of the control system on the input PSDs, and include the effects

of finite integration time, a delay for calculation and communication, and the feedback control law. As

For high frequency ripples the 
timescales are unforgiving….


…shall we give up?1/tS , least demanding mode

1/tS , most demanding mode
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Douglas et al. (2018)



Next: Proper modes for segments
Ripples do not capture the all the information associated with 
a segmented aperture. 
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error �✏. Assuming moreover that the sensing error is driven by shot noise (perfect WFS

detector), we can follow the presentation by Guyon, and the SNR in the wavefront sensor

can be written as a function of the measured wavefront ✏:

SNRWFS =
✏
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where � is the wavefront sensing e�ciency that depends on the WFS architecture. In

principle � > 1 for a non ideal wavefront sensor and sensing occurring in the same band

as the science observations. Folding in out of band sensing and/or predictive control can
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2.3. Faster timescales

We are assuming that WFS&C does not try to correct errors with timescales faster

than tS. In practice the response of the WFS&C will be a low pass filer that somewhat

mitigates these timescales. However for the sake of this analysis we assume that they will

A factor of 20 in robustness means that 
WFS&C will relax drift requirements by a 
factor of 400. 

Leboulleux et al (2018)
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2.3. Faster timescales

We are assuming that WFS&C does not try to correct errors with timescales faster

than tS. In practice the response of the WFS&C will be a low pass filer that somewhat

mitigates these timescales. However for the sake of this analysis we assume that they will



Conclusion (with words)
• Raw contrast is not the full story. We have focused on this 

for years but two other quantities matter. 

• Minimizing Coronagraph Wavefront Sensitivity (without 

killing throughput). WFIRST (testbed and flight) provides 
unique opportunities to measure these sensitivities at 
“TRL9”.


• Maximizing WFS&C efficiency. This involves optimizing 
architectures and algorithms to take advantage of each 
photon to infer “best” DM commands.  This will minimize 
stability requirements at the telescope level. 


• Maximizing WFS&C efficiency is also key to ground 
based exoplanet science. We should aggressively pursue 
synergistic plans.
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2 G. Chauvin et al.: A Giant Planet Candidate near a Young Brown Dwarf

2MASSWJ1207334−393254

778 mas
55 AU at 70 pc 

E

N

Fig. 1. Composite image of brown dwarf 2M1207 and its
GPCC in H (blue), Ks (green) and L′ (red). The companion
appears clearly distinguishable in comparison to the color of
the brown dwarf 2M1207.

angle of 125.8o in H, K and L′. The faint object was not de-
tected down to 3σ of 18.5 in J-band. In Fig. 1 and 2, we dis-
play an H, Ks and L′ composite image and the detection limits
obtained in each band during our observations. After cosmetic
reductions using eclipse (Devillar 1997), we used the myopic
deconvolution algorithm MISTRAL (Conan et al. 2000) to ob-
tain H, K and L′ photometry and astrometry of the GPCC. The
results are reported in Table 2. The transformations between the
filters Ks and K were found to be smaller than the measuring
errors.

On 19 June 2004, 2M1207 and its GPCC were simultane-
ously observed using the NACO spectroscopic mode. The low
resolution (Rλ = 700) grism was used with the 86 mas slit, the
S54 camera (54 mas/pixel) and the SH filter (1.37-1.84 µm).
The spectra of 2M1207 and its GPCC were extracted and cali-
brated in wavelength with IRAF/DOSLIT. To calibrate the rel-
ative throughput of the atmosphere and the instrument, we di-
vided the extracted spectra by the spectra of a standard star

Table 1. Night Log of the observations. S27 and L27 corre-
spond respectively to a platescale of 27.03 and 27.12 mas. DIT
and NDIT correspond respectively to an individual integration
time and the number of integrations. Sr and FWHM correspond
to the strehl ratio and the full width at half maximum intensity.

Filt. Obj. DIT NDIT Seeing Airm. Sr FWHM
(s) (′′) (%) (mas)

Imaging
J S27 30 8 0.59 1.07 6 122
H S27 30 16 0.46 1.10 15 91
Ks S27 30 16 0.52 1.08 23 89
L′ L27 0.175 1300 0.43 1.14 30 107

Spectroscopy
SH S54 300 6 0.45 1.15

Fig. 2. Detection limits at 3σ achieved during our observations
in J-band (dotted black line), H-band (dashed blue line), Ks-
band (dashed-dotted green line) and L′-band (solid red line).
The contrasts between 2M1207 and its GPCC are reported for
H (filled triangle), Ks (filled box) and L′ (filled circle) (the
GPCC was not detected in J band).

(HIP 062522, B9III) and then multiplied by a blackbody to re-
store the shape of the continuum.

3. Discussion

3.1. Membership in the TW Hydrae Association

Gizis (2002) undertook a 2MASS-based search for isolated low
mass brown dwarfs in the area covered by stellar members
of TWA and found two late M-type objects which he identi-
fied as brown dwarfs. The one of interest in the present paper,
2M1207, showed impressively strong Hα emission in addition
to signs of low surface gravity, which both are characteristic
of very young objects. Gizis (2002) noted also that the proper
motion of 2M1207 is consistent with membership in the TWA.

Subsequently, Mohanty et al (2003) obtained echelle spec-
tra of 2M1207. The radial velocity is also consistent with TWA
membership. They detected a narrow Na I (8200Å) absorption
line indicating low surface gravity. Finally, the spectrum dis-
plays various He I and H I emission lines (Mohanty et al 2003;
Gizis 2002) and the Hα line is asymmetric and broad. Taken
together, these characteristics led Mohanty et al (2003) to sug-
gest the occurrence of ongoing accretion onto (a young) brown
dwarf. Although L′-band observations of Jayawardhana et al.
(2003) did not reveal significant IR excess at 3.8 µm, recent
mid-IR observations of Sterzik et al. (2004, accepted) found
excess emission at 8.7 µm and 10.4 µm and confirm disk ac-
cretion as the likely cause of the strong activity. New Chandra
observations of Gizis & Bharat (2004) corroborates this disk-
accretion scenario as they suggest that less than 20% of the Hα
emission can be due to chromospheric activity. All in all, mul-
tiple lines of evidence point toward membership of 2M1207 in
the TWA.

~10^-4 contrast

Ground based AO in 2004
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Fig. 2.— Left panel: Final image (average of the Nov. 1 and 2 data) after subtracting the
background noise with our new LOCI-based algorithm and the speckle noise with a basic
median. Right panel: Same reduction, but using a classical median background subtraction.
We applied an unsharp mask (median in a 4× 4λ/D box) on the two images and then con-
volved them by a 0.5λ/D width Gaussian. The two panels have the same linear intensity
scale and FOV. North is up and East is left. Central panel: 3σ radial contrast noise pro-
files of our resulting median-combined images after subtracting the background with LOCI
processing (black full line) or a median (red dashed line). Planets b, c and d fluxes are also
plotted with 1σ error bars along with the planet e flux upper limit.

Without the LOCI background subtrac-
tion, none of the planets would have been
detected (right panel, signal-to-noise ratio
(SNR) for d is less than 2). With the LOCI
background subtraction, HR 8799b, c and
d are detected (left panel, 3 to 8 SNR).
Planet e non-detection is probably due to
both sequences not being acquired through
transit, thus limiting the amount of speckle
noise being removed at small separations
from the median subtraction. We tried
to apply a more advanced LOCI algo-
rithm (Lafrenière et al. 2007; Marois et al.
2008b, 2010b) to improve the speckle re-
duction, but as the FOV rotation ranges
were small for both nights, no contrast gain
was achieved.

4. Data analysis

Planet fluxes and positions were ob-
tained by subtracting the planets prior
to the speckle reduction using the stel-
lar unsaturated PSF as the template. We
also tried subtracting the companions prior
to the LOCI-background algorithm and
we have confirmed that no bias is intro-
duced by this technique (final flux varia-
tions smaller than 0.07%). The subtrac-
tion was iterated by moving the planet
template and changing its intensity until a
minimal noise residual at the planet’s loca-
tion was achieved (inside a 1.5 λ/D radius
area; Tab. 1 for the resulting magnitudes).
Photometric error bars were calculated
in λ/D width annulus. As expected from

5

Keck	3.5	microns Keck	4.5	microns

JWST	11	micronsJWST	4.5	microns

JWST WFIRST HabEx-LUVOIR

EMCCD design parameters baselined for ECLIPS. The total integration time is 60 hours split in 17 hours, 19
hours and 24 hours for the 600 nm, 700 nm and 800 nm channel, respectively. This total integration time, which
includes the observation with the two APLC masks and the two observatory rolls per channel, also includes
25% overheads to account for cosmic ray data losses. The wavelength dependence in the IWA and OWA can
be clearly seen: for the 600 nm channel, the wide angle masks can observe Jupiter only partially, while for the
800 nm channel Venus has been attenuated by the occulting mask. Earth is detected in each of the wavelength
channels with an SNR of 14, 12, and 9 at 600, 700, and 800 nm, respectively.

Finally, we combined the reduced coronagraph images from the three bandpasses from Fig. 15 to generate the
RGB composite shown in Fig. 16. The colors at the edge of the field of view illustrate the dependence of OWA
on wavelength. While this data simulation is preliminary and not based on a fully integrated structural-thermal-
optical performance (STOP) model, it gives us confidence that a mission like LUVOIR could detect exo-Earths
around nearby stars with high enough SNR to perform spectroscopy and characterize their atmospheres.

Figure 16. Simulated image of a twin Solar System at a distance of 12.5 pc observed through the LUVOIR-A ECLIPS

instrument. This RGB image is a composite of data acquired in two APLC masks (with respective working angles 3.5–

12 �/D and 7–27 �/D) in three bandpasses (red – 800 nm; green – 700 nm; blue – 600 nm) at two observatory roll

angles (27 degrees apart) over the course of 60 hours of total integration time. The coronagraph images were simulated

with a di↵raction model time series that includes 10 picometers of primary mirror segment jitter (random piston and

tip-tilt errors applied to each mirror segment), 0.2 mas residual line-of-sight pointing jitter, and a stellar diameter of 0.75

mas. The input astrophysical scene is a model of a ’modern’ Solar System inclined at 60 degrees, with an exozodiacal

debris disk. In this scene, the Earth-like planet is observed at quadrature, appearing as a blue dot at 1 AU projected

separation, to the right of the occulted star. Roll subtraction processing was used to remove starlight speckles from the

’raw’ co-added images. The residual structure of the exozodiacal disk – distorted by the roll subtraction – appears as a

horizontally-extended di↵use cloud.

6. CONCLUSIONS

In this paper we have presented the coronagraph designs envisioned for the LUVOIR-A and LUVOIR-B ECLIPS
instrument, an APLC and VVC, respectively, and evaluated their performance. Both designs o↵er similar
performance in terms of sensitivity to stellar angular size and wavefront errors.

We performed a systematic aberration sensitivity analysis, evaluating both global and segment-level wavefront
errors, for static and dynamic cases. By simulating the full high-order wavefront sensing and control loop, we
conclude that ECLIPS can compensate for static wavefront aberrations up to several nanometers due to segment

Proc. of SPIE Vol. 11117  1111702-14
Downloaded From: https://www.spiedigitallibrary.org/conference-proceedings-of-spie on 23 Apr 2020
Terms of Use: https://www.spiedigitallibrary.org/terms-of-use
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Requirements on drifts with PP

WFS&C GAIN

Set and Forget WFS&C

• WFS&C “pointless” if raw contrast 
good enough.


• WFS&C yields a larger gain with 
robust coronagraphs.


• WFS&C yields a larger gain with 
optimal architecture/algorithms
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error �✏. Assuming moreover that the sensing error is driven by shot noise (perfect WFS

detector), we can follow the presentation by Guyon, and the SNR in the wavefront sensor
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2.3. Faster timescales

We are assuming that WFS&C does not try to correct errors with timescales faster

than tS. In practice the response of the WFS&C will be a low pass filer that somewhat

mitigates these timescales. However for the sake of this analysis we assume that they will
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• tdrift << TL the very short timescales (smaller than an second) which correspond to

mechanically induced drifts that can average out over a ling exposure.

We next calculate the drift requirements under each one of these scenarios.

2.1. Set and forget

The timescale for the drif is set by the exposure time necessary to bring the noise

floor due to the shot noise on the coronagraph response, under the assumption that the

wavefront drift is small enough. The planet SNR under these assumptions is given by

(S/N)P =
FRṄSTLp
ṄSTLC0

=
1

↵

q
ṄSTLFR (11)

As a result the exposure time is:

TL = (S/N)2
P

↵2
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The drift requirement is then given by:
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2.2. Continuous WFSC

The timescale for the drift is set by the exposure time necessary to measure the

wavefront with su�cient SNR so the sensing error, when fed back to the DM, does not

degrade the instrument performance beyond requirements. Assuming that the DM can

perfectly reproduce the wavefront modes, that there is no lag in the wavefront controller,

and that the control loop gain is unity, then the closed loop contrast is driven by the sensing
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2.3. Faster timescales

We are assuming that WFS&C does not try to correct errors with timescales faster

than tS. In practice the response of the WFS&C will be a low pass filer that somewhat


